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List of Abbreviations

Abbreviation Meaning
6-DoF 6 degrees of freedom (3D position, 3D orientation)
AGV Autonomous Guided Vehicle
AOI Area of Interest
API Application Programming Interface, the public interface provided by

a library for use by software developers
ARENA 2036 A large research campus in the form of a modern factory hall in

Stuttgart-Vaihingen, Germany. Provides an innovation platform for
mobility & production of the future and hosts DARKO project demon-
strations.

ARMoD Anthropomorphic Robotic Mock Driver
DIN Deutsches Institut für Normung
EN European Norm (Standard)

FOV Field of view of a sensor
sHRI spatial Human-Robot Interaction
ILIAD EU Horizon 2020 project (2016–2020) which deployed a heteroge-

neous fleet of mobile service robots in intralogistics environments.
ISO International Organization for Standardization

LiDAR Light Detection And Ranging, a time-of-flight-based sensor that pro-
duces point clouds. Also spelled “lidar”.

LLM Large Language Model
NAO A type of humanoid robot
ORU Örebro University, member of the DARKO consortium

RGB-D Red, Green, Blue - Depth
ROS Robot Operating System, see www.ros.org
RRS2 (Refers to a package used in the statistical analysis, possibly a typo-

graphical variant of WRS2)
SDK Software Development Kit

SPENCER EU FP7 project (2013–2016) which deployed a mildly humanized ser-
vice robot in a busy airport terminal at Amsterdam Schiphol Airport.

TobiiProLab Software used for eye-tracking data analysis
TUM Technische Universität München, member of the DARKO consortium
UNIPI Università di Pisa, member of the DARKO consortium

WP Work package
YOLO A series of 2D object detectors developed by J. Redmon
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forum for European research projects and industry stakeholders concerned with robots for logistics applications. This
topic group regularly arranges workshops at the ERF, through which we will communicate with European stakeholders
in industry and academia; mainly target audience (1) and (3) above. (iv) Press. Print media as well as TV and radio
will be targeted actively through press releases of the partner’s external relations offices, coordinated by ORU.

International workshops for industry stakeholders and academia will be arranged at least once per year. As also
described in Sec. 2.2.1, specific stakeholder meetings with key invited end users and technology providers will be
arranged at the milestone demonstrations, and our presence at Arena2036 will give many opportunities for communi-
cation outreach also at other points in time.

The success of the communication plan will be constantly monitored (community feedback, website hits, media
coverage) and adjusted to the needs of the different audiences.

3 Implementation

3.1 Work Plan

WP4: Dynamic Manipulation

WP1: Platform

WP5: HRSI WP6: Motion Planning

WP7: Risks & Scheduling

WP2: Perception

WP3: Mapping & Localization

Figure 6: Work package dependencies. Black arrows denote data flow during operation, dashed red arrows indicate
constraints and orchestration, and dashed grey arrows indicate hardware dependencies. The blue boxes are primarily
related to mobile manipulation and throwing. The yellow boxes are primarily related to navigation and deployment of
a mobile robot in shared environments. The green box (Perception) provides input to both blue and yellow. The red
box (Risks) ensure overall risk and safety management.

The DARKO workplan is designed to meet the five objectives outlined in Sec. 1.1. We have divided the work into
ten Work Packages, seven of which contain core technical development. Fig. 6 illustrates how these technical work
packages are related to the objectives, and how the work packages relate to each other. In addition, one work package
ensures that the scope, requirements, and methods of evaluation are adequate; one focuses on maximising scientific
and industrial uptake; and one on administrative and technical management.

WP1 (Efficient Mobile Dynamic Manipulation Platform) will provide as its main outcome a novel intrinsically
safe elastic manipulator and a general-purpose gripper, enabling energy-efficient, safe and precise mobile manipula-
tion and throwing. WP2 (3D Perception and Scene Understanding) extracts information from the sensor data on the
DARKO robot platform and provides semantic and geometric understanding of the objects and people working with
the robot. WP3 (Multimodal Mapping and Safe Localization) aims to deliver a multi-modal mapping system that can
learn both geometry and explicit dynamics characteristics, incorporate heterogeneous map sources, and introspect to
reason about its performance. WP4 (Efficient and Safe Dynamic Manipulation) provides the control and planning
strategies for safe and efficient dynamic manipulation; including moving objects, and throwing. WP5 (Human-Robot
Spatial Interaction) focuses on human-robot co-production by implementing new solutions for long-term human mo-
tion prediction, intention communication, and novel representations and causal inference methods for human-robot
spatial interaction. WP6 (Predictive and Safe Motion Planning) delivers safe and human-aware motion planning and
control for the mobile base. WP7 (Risk Representation and Operations Scheduling) establishes a multidimensional
risk representation, taking into account risks in terms of hardware, perception software, task fulfilment, and human
safety; and provides objective constraints to minimise risk for the operational components delivered by the above work
packages. WP8 (Requirements and Evaluation) is dedicated to eliciting requirements, developing a project-wide sys-
tem architecture, and evaluating the results. Finally, WP9 (Management) and WP10 (Dissemination and Exploitation)
support the realisation of DARKO’s ambitious work program. The latter in particular explicitly includes efforts to

DARKO Part B: page 24 of 89

Figure 1: Relation of WP5, which this deliverable reports on, to other work packages in DARKO.
Black arrows denote data flow during operation, dashed red arrows indicate constraints and
orchestration, and dashed grey arrows indicate hardware dependencies.

1 Introduction

The deliverable reports on the final system for communication of robot intent developed
in the EU H2020 task T5.2, including its scientific results and the final software prototype.
Project partners contributing to this deliverable are Robert Bosch GmbH (BOSCH, lead
responsible), Örebro University (ORU), and Technical University of Munich (TUM).

1.1 Relation to other work packages

Figure 1 illustrates the relation of work package WP5, which this deliverable reports on,
to the other technical work packages in DARKO.

1.2 Key highlights and improvements over prior work

In the first three periods of DARKO, the consortium developed several novel methods,
experiments, and datasets that directly addressed the key objectives of DARKO. Combined
together, they have led to the DARKO intent communication system presented in this
deliverable. Key highlights and improvements over prior work include:

• Robotic Intent Communication with an Anthropomorphic Robotic Mock Driver
(ARMoD): Enhanced trust and interaction quality using human-like gestures, gazes,
and speech.

• Analysis of the THÖR-Magni Multimodal Dataset of Human Motion: Provided
insights for designing intuitive robotic systems by analyzing human visual attention
and engagement.

• LLM-powered HRI in Dynamic Settings: Improved reasoning and communicative
capabilities for more adaptive interactions.
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1.3 Structure of this deliverable

The following sections detail the research and results on robotic intent communication
obtained in Task T5.2 of Work Package WP5. The structure is as follows:

Robotic Intent Communication Section 2 explores the concept of robot intent com-
munication we developed for the DARKO robot. It begins by identifying the native com-
munication channels available to the DARKO robot, such as manipulators, LED strips,
motion, and mounting spaces for additional solutions. We evaluate the potential of each
channel to convey the robot’s intentions in industrial contexts. The section also delves into
anthropomorphic robot intent communication, discussing how human-like characteristics
can enhance interaction and trust between robots and humans.

Designing the Anthropomorphic Robotic Mock Driver (ARMoD) Section 3 presents a
detailed account of the Anthropomorphic Robotic Mock Driver (ARMoD) development.
This section introduces the concept and motivation behind using anthropomorphic features
to improve human-robot interaction. It provides a detailed account of the initial design
and methodology, which were employed to assess the impact of the ARMoD on trust
and interaction quality prior to initial interactions. We discuss the results of our initial
investigation and their implications for enhanced robotic intent communication.

Experimental Evaluation of the ARMoD Section 4 presents a comprehensive exper-
imental evaluation of the ARMoD concept. It outlines the methodology and design of
experiments to validate the ARMoD’s interactive capabilities. We tested two interaction
styles: a verbal-only and a multimodal one, including robotic gaze and pointing gestures.
The results indicated that the multimodal interaction style led to more natural fixation
behavior and faster reaction times in collaborative tasks. This gaze behavior demonstrates
the ARMoD’s potential to enhance engagement and social interaction in workplace settings.

Insights from the THÖR-MAGNI Dataset Section 5 presents an analysis of the THÖR-
MAGNI dataset, which offers valuable insights into spatial human-robot interactions involv-
ing the DARKO robot. The dataset includes scenarios that anticipate human movements
and intentions, providing a comprehensive repository for developing intuitive robotic
systems. The analysis focuses on aspects of human visual attention and engagement
in shared environments, highlighting how these factors influence the perception and
effectiveness of the DARKO robot conveying information. Through an examination of
human gaze patterns and cognitive engagement, we highlight the importance of effective
communication protocols for robotic intent communication.

Ongoing and Future Work The final Section 6 discusses the ongoing and future work
within the work package. We describe the ongoing investigation of large language models
(LLMs) for bidirectional human-robot interaction (HRI), examining how these models
can augment the communication and reasoning capabilities of our developed system.
Furthermore, future work will investigate the potential of using LEDs as a communication
channel, focusing on their efficacy in various operational contexts. We highlight the
potential of research and development to further enhance the efficacy of robotic intent
communication.
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Figure 2: DARKO Concept image: A factory worker encounters the DARKO robot at an inter-
section. The robot must perceive the human and their intentions, determine an efficient route,
and communicate this to the worker. Ideally, this interaction should not disrupt the worker’s
workflow (efficiency) and should be completed in the shortest time possible (timeliness).

2 (Robotic) Intent Communication in the context of DARKO

Effective communication of intent is a critical aspect of human-robot interaction, ensuring
that robots can operate safely and efficiently in dynamic environments alongside humans.
Intent communication refers to how a robot conveys its planned actions, goals, and status to
human collaborators and other robots. This capability is vital for fostering trust, enhancing
collaboration, and preventing accidents in shared spaces [1].

According to the survey by Pascher et al. [1], understanding and effectively commu-
nicating a robot’s motion intent is crucial for avoiding task failures and collaboration
in human-robot interactions. Multiple channels should be used to achieve cooperation
between humans and mobile robots in a timely and efficient manner [2], highlighting the
need for a unified language and systematized approach to communicating robot motion
intent.

Figure 2 illustrates this challenge with a scenario where a factory worker encounters
the DARKO robot at an intersection. In this situation, the robot must perceive the human
and their intentions, determine an efficient route, and communicate this to the worker
without disrupting their workflow and as quickly as possible. This scenario exemplifies the
complexity of negotiating trajectories and communicating intent, a traditionally challenging
task for humans, especially in narrow environments [3]. Designing and evaluating effective
communication and universal channels for robots sharing environments with humans is
the key to resolving these situations.

The first step in this process is to assess which communication channels are available
to a robot by its native design and evaluate if these channels suit the potential tasks that
must be resolved or situations that could occur in daily encounters. If the native channels
are lacking, additional channels must be considered to ensure the robot can communicate
effectively in various operational contexts.
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Figure 3: Intent Communication Channels on the DARKO Robot: The DARKO robot
has several native design features to communicate intent. 1: Manipulator, 2: LED Stripes,
3: Mecanum wheels, 4: Mounting Space for On-Robot intent communication using Robot-
Attached Solutions.

2.1 Native communication channels available to the DARKO Robot

The DARKO robot, our primary subject of study, is designed with several built-in features
to communicate its intent displayed in Figure 3. These features include 1 a manipulator,

2 LED stripes, 3 mecanum wheels for driving, and 4 mounting space for additional
on-robot solutions. Each component is a potential channel through which the robot can
express its intentions to its surroundings, especially in industrial contexts where precise
and clear communication is essential.

2.1.1 Robotic Manipulator

Intent communication using a robotic manipulator involves advanced methods such as
recognizing human intent through force exchanges in collaborative manipulation [4],
utilizing a gesture pseudo-language [5], and establishing intent communication models
based on different intent dimensions [1]. While these traditional approaches are practical in
scenarios with proximity or direct physical interactions between humans and manipulators
[1], they are partially impractical for the DARKO project, where the robot navigates the
factory floor and frequently has to interact with workers from a distance. Additionally,
using the manipulator for intent communication could interfere with other critical work
packages, such as WP1 (developing an elastic manipulator for throwing) and WP4 (efficient
and safe dynamic manipulation).

2.1.2 LED Stripes

The use of LEDs for intent communication in robots has been widely discussed and explored
due to their effectiveness in providing clear and intuitive signals to human collaborators.
According to the survey by Pascher et al., [1], LEDs are often employed to communicate
various types of robot states and intentions in a manner easily perceivable by humans.
LEDs can change colors, blink, or form patterns to convey messages about the robot’s
current state and upcoming actions or provide warnings. For instance, colored LED stripes
can be used to indicate the robot’s operational state, such as active or inactive, which helps
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humans predict future motions and identify potential conflicts before they occur (e.g.,
the robot communicates its movement activity with the help of a colored LED stripe [6]).
Additionally, LED signals can be employed to catch the user’s attention before a robot’s
movement or activity [7], thereby preparing them for subsequent actions and improving
overall safety and coordination (e.g., by moving its whole body or blinking LED lights to
signal the intention to move). LEDs are a versatile, cheap, and effective tool for enhancing
human-robot interaction by making the robot’s intentions clear and easily understandable.
This facilitates smoother and safer collaboration between humans and robots in various
environments.

2.1.3 Intention communication through motion

The DARKO robot uses mecanum wheels to navigate around. Driving motion and direction
inherently convey information about direction and speed. By refining how the motion
signals the robot’s intentions, we can enhance the clarity and predictability of its actions.
This is particularly important in industrial settings where robots and humans share close
quarters, and precise movements are necessary to avoid accidents [8]. The DARKO robot’s
wheels enable it to move directionally and omnidirectionally. Both modes of operation
are valid for different situations. To allow a study of how intent can be communicated
using these driving styles, it is necessary to investigate the human perception of these
movements first, as humans potentially do not understand the displayed signals of an
autonomous vehicle without prior knowledge [9].

2.1.4 Mounting Space for Robot-Attached Solutions

This feature provides a flexible platform for integrating additional intent communication
tools like projectors, sound emitters, display screens, and other devices. The adaptability
of the mounting space allows for the implementation of various systems tailored to spe-
cific operational contexts or user requirements. Using this additional space, the robot’s
communication capabilities can be enhanced with multi-modal and redundant signals,
ensuring clear and compelling intent communication even in noisy, cluttered, or visually
complex environments. This continuous evolution of the robot’s communication methods
enables real-time updates and modifications to meet emerging needs and technologies,
significantly improving interaction with human co-workers in workplace settings.

2.2 Anthropomorphic Robotic Intent Communication

The native communication channels, such as the manipulator, LED stripes, and driving
motion, offer a range of methods for conveying intent. However, they each have specific
challenges and constraints in dynamic and complex industrial environments and may not
be generalized between different mobile robots. Recognizing these limitations proves
the need for effective communication methods universally applicable to mobile robots
that need to communicate with humans in various work environments. Research has
explored additional robot-attached channels such as floor projections [10, 11]. Despite
these advancements, the need for approaches that can be validated and used across a
range of mobile robots remains open [8, 12]. Building on this research, we designed the
concept of the "Anthropomorphic Robotic Mock Driver" (ARMoD) to facilitate intuitive
communication between non-humanoid robots and human co-workers in workplace set-
tings [2]. The ARMoD concept involves integrating a humanoid robot onto the DARKO
robot to leverage anthropomorphic features for more natural and intuitive communication.
This approach was initially inspired by ongoing work at ORU on human-robot interaction
and the promising results of established research such as [13, 14].

8
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We pursued the development of the ARMoD as an innovative approach to augment any
mobile robot’s communication capabilities (see Figure 4). The ARMoD concept involves
integrating a humanoid robot onto a mobile robot to leverage anthropomorphic features
for more natural and intuitive communication. Mounting an ARMoD on the DARKO
robot provides additional communication channels such as a Head for robotic gaze, a
Text-To-Speech Engine for Dialogues, Additional LEDs and Arms for pointing, and other
gestures.

Enhanced Social Cues: The ARMoD can use anthropomorphic features such as head
movements, robotic gaze, and gestures to communicate intent, providing implicit cues
similar to those used in human communication, enhancing the clarity and naturalness of
a robot’s communication in shared spaces. Especially naturalistic cues, like gaze direc-
tion, might be more easily interpreted than traditional signals, such as LED turn signals,
providing a more intuitive and effective means of communication [15].

Versatility and Adaptability The ARMoD can be programmed to perform a wide range of
communicative behaviors independently and in parallel to the DARKO robot, allowing it to
adapt to various situational needs. Whether directing attention, providing instructions, or
signaling warnings, the ARMoD’s flexible design enables it to handle diverse communication
requirements.

Potential of Anthropomorphic Features The anthropomorphic appearance of robots
plays a crucial role in influencing users’ emotional experiences and attitudes towards them.
Research suggests that moderately anthropomorphic service robots evoke more positive
emotions than highly or minimally anthropomorphic ones (Native DARKO Robot), as they
induce higher pleasure, arousal, and physiological responses in users [16]. Furthermore,
initiating interaction through social humanoid robots facilitates human-robot interactions,
making them more natural and efficient, which is essential for seamless integration into
daily human life or activities [17]. The anthropomorphic design of the ARMoD has been
found to enhance appearance-based trust in the platform [18], which is especially important

Figure 4: Additional Intent Communication Channels with an ARMoD: Equipping an
ARMoD provides additional channels to leverage its anthropomorphic features to communicate
intent. A: Head for robotic gaze, B: Text-To-Speech for Dialogues, C: Additional LEDs, D: Arms
for pointing and other gestures.
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for integrating robots into human-centric workspaces, where acceptance and cooperation
from human co-workers are essential. Given these initial findings, we continued to develop
the ARMoD concept, building on ongoing advancements in humanoid robotics.

2.2.1 Structure of the Development Process of ARMoD

In the following sections, we will outline the engineering and academic development
process of the ARMoD concept and its potential to enhance communication in human-
robot interaction and collaboration in industrial settings. Our evaluation shows that
incorporating humanoid elements improves attention and engagement, leading to faster
reaction times and efficient cooperation. The ARMoD also unifies cognitive activation and
elevates the engagement among participants by using intuitive human-like gestures and
expressions, benefiting fast-paced industrial environments. Lastly, the ARMoD facilitates
future research into large language model (LLM)-empowered HRI and enables advanced,
natural communication between humans and robots.

10
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3 Designing the Anthropomorphic Robotic Mock Driver

Summary: Robots are increasingly deployed in spaces shared with humans, including
home settings and industrial environments. In these environments, human-robot interac-
tion (HRI) is crucial for safety, legibility, and efficiency. Trust is a critical factor in HRI,
significantly influencing system acceptance. While anthropomorphism has enhanced trust
development in robots, industrial robots are typically not anthropomorphic. To address
this, we initiated a study to test the ARMoD concept by mounting it on an autonomous
guided vehicle (AGV) in an industrial environment, as shown in Figure 5. This first proof of
concept was part of ongoing work at the time of the DARKO project proposal. In the study,
we designed a simple interaction where a human and the AGV had to negotiate trajectories
in a narrow corridor with or without the ARMoD mounted on top. This required the
human to attend to the robot’s trajectory to avoid collisions. The results demonstrated a
significant increase in reported trust scores when the ARMoD was present. This finding
indicates that the presence of an anthropomorphic robot is sufficient to modulate trust,
even in brief interactions. This initial study provided valuable insights and validated the
potential of the ARMoD concept, laying the groundwork for further development and
integration into the DARKO project.

Figure 5: Setup of the (a) Autonomous Guided Vehicle (AGV) with the (b) Anthropomorphic
Robotic Mock Driver (ARMoD) placed on top of the vehicle. The AGV can potentially commu-
nicate intent through the Driver’s gestures, gazes, and speech.
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3.1 Introduction

Non-humanoid robots usually have various non-verbal channels to communicate their
intent to humans, such as light signals, floor projections, or auditory signals [8]. When
navigating in a shared environment, such signals help coordinate their motion with people
to avoid collision and increase legibility and task efficiency. As for the tasks that require
cooperation and active coordination, like the handover task, more complex communication
channels might be necessary, such as verbal communication with additional gestures and
gazes. Humanoid robots with anthropomorphic features, e.g., arms, legs, and facial
features, are often used in this context to improve interaction with human users [19], [20],
and their anthropomorphism leads to an increase of users’ trust in the interaction [21, 22].

As the usage and complexity of industrial robots increase, they take on unfamiliar shapes
and, thus, complicate the interaction and establishment of trust in shared environments
with humans. Robot-related factors were shown to be the most relevant for developing
trust in these interactions [23]. Among these factors, the design of the robot is essential to
get the human interaction partners to trust the robot appropriately [24]. Anthropomorphic
features may aid the trust, but they are not often present in industrial robots. As the
complexity of the new systems increases, the perception of these systems as collaborators
rather than machines has been deemed positive [25]. For example, they are adding a pair
of sunglasses to an industrial robotic hand and gripper, along with a set of breathing-like
movements and gaze behavior, improved metrics from participants such as the perceived
sociability and likeability of the system [26]. However, the authors did not find differences
in trust in their study. One possible reason is that they included a scale not initially designed
for industrial collaborations [27]. Another study showed that trust does not seem to be
affected due to anthropomorphism in industrial settings [28]. In this case, the authors
used a validated scale to trust in industrial collaboration, developed by Charalambous et
al.[29]. Nevertheless, the study employed a limited form of anthropomorphism in which a
face appeared on a screen attached to a robotic arm and gripper. In contrast to previous
research, our study does not include tactile interaction. Our research explores a new
perceived navigation modality for a non-humanoid robot that can potentially improve
trust in the system by using a real humanoid robot, NAO, in industrial settings.

We propose a combined approach of a humanoid robot with an Autonomous Guided
Vehicle (AGV), used, for instance, in the intralogistic settings1. We refer to this combination
as a “robot-on-robot platform” (see Figure 5). By combining an AGV with sophisticated
social robots with anthropomorphic features, successfully used in trust-related user studies
[30], we expect to increase human users’ trust. This is the first approach to study the
interaction of a navigating AGV equipped with an Anthropomorphic Mock Driver (ARMoD)
with participants in a shared environment. To this extent, we chose an NAO robot with a
human-likeliness score of 46% [31], as it is the subject of recent user-based studies [32],
it is small enough to be mounted on our AGV and posses a software development kits to
develop custom modules. We designed an encounter in a narrow corridor to measure the
impact of the ARMoD on trust reported by participants. In our scenario, as the Participant
approached the robot, it looked at the Participant’s head and traced it until the vehicle
passed the Participant. We used the scale developed by Charalambous et al.[29] to measure
trust in industrial collaborations. With the data we obtained from 33 participants, we
found that the users reported higher trust in the interaction with the ARMoD than in the
AGV alone.

1http://iliad-project.eu
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Figure 6: Participant encountering the robot-on-robot platform in a 2-meter wide and 15-meter
long corridor. The Participant has to decide on a side to pass the platform. The robot takes one
of three different trajectories (1) Curve to the right side, (2) Straight ahead, (3) Curve to the
left side.

3.2 Experiment design

This study aimed to explore the impact that an Anthropomorphic Robotic Mock Driver
(ARMoD) seated on top of an AGV has on users’ trust during an essential human-robot
interaction consisting of walking and avoiding the moving platform. The AGV we used fits
the definition of “mobile platform” after ISO8373:2021. On top of the platform, a seat was
mounted to hold the NAO robot in place, which enabled a fixed and repeatable placement
(see Figure 5). We used the same AGV as in our previous studies of intent communication
[10], a retrofitted Linde CitiTruck with a SICK S300 scanner at the back, to ensure the
safety of humans approaching from behind. The AGV has sensor modules to localize itself
in the laboratory and an onboard RGB-D camera for short-range person detection (≈2
meters).

We designed a scenario where participants encountered a moving robot platform in a
hallway to study trust as a result of the appearance of the platform, either as it is (AGV)
or with an anthropomorphic robot on the top (ARMoD). In the experiment, we chose a
setup that reflected a potential encounter between humans and robotic workers in an
industrial environment. The chosen width of the hallway was 2 meters, as it matches the
regulations for corridors proposed in the DIN-18040-1 and the EN-ISO-24341 (former EN
426) standards for meeting areas. The participants and the platform started 14 meters
apart, a feasible length for defining a corridor encounter. During this sequence, the
participants saw the platform as it approached them, and they were instructed to walk by
its side in the opposite direction. In the ARMoD condition, if the participants got close
enough for the short-range person detection (≈2 meters), the robot used its head and
simulated awareness to trace the participants’ movement until they crossed paths. This
encounter was repeated three times with the platform taking one of the different routes:
(1) the platform moved in a curve to the right side of the hallway, (2) the platform moved
to the left side of the hallway, and (3) the platform headed straight. The platform moved
at a constant speed of 0.6 m/s.

After the task, participants completed an adapted scale to measure trust in industrial
human-robot collaboration developed by Charalambous et al. [29]. In this version, the
items referring to the robot’s grip (C, E, G, J) were removed, as no gripper was used in
our scenario. We also used a 7-point Likert scale ranging from 1 “strongly disagree” to 7
“strongly agree”. Additionally, we obtained some demographic information (See table 1).
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The age of participants ranged from 18 to 56 years (M=28.7, SD=7.88), and all of them
were fluent in English. Participants were recruited at Örebro University, and participation
was voluntary. All participants were informed about the task, consented to participate,
and were aware of the possibility of leaving at any time. We analyzed the trust scores of
33 participants divided into two groups: one that walked by the ARMoD on top of the
AGV (n=19) and one that walked just by the AGV (n=14).

3.3 Results

To ensure that the trust scale of Charalambous et al [29] was reliable despite removing
certain items, we calculated the Cronbach’s α. The scale yielded a score of 0.76, beyond
the acceptable level of 0.7 [33].
The trusted scale is composed of three major components: the robot’s motion and pick-up
speed (1), safe cooperation (2), and robot and gripper reliability (3). Because the first
and last components involve the gripper and the pickup action, which were not part of
our experiment, we just used those items in these that applied to the robot but not to the
gripper: one item for the first component (robot’s motion and pickup speed, two items in
the original scale), and one item for the third component (robot and gripper reliability,
four items in the original scale). To calculate the final trust score, we multiplied each of
these items’ scores by the number of items belonging to that component in the original
scale, two and four, respectively, and added these to the sum of the scores of the second
component (safe co-operation).

Once each participant’s trust score was obtained, we performed the analysis in R [34].
Because the trust scores in both groups were not normally distributed (see violin plots in
Fig.7), we opted for a Robust variation of Welch’s t-test [35] to compare the reported trust
between the two groups. Based on bootstrapping, the yuenbt function from the WRS2 [36,
37] package was used for the analysis. We kept the default bootstrapping value of 599
samples of 20% trimmed means. The ξ̂ measure was used as an explanatory measurement
of robust effect size, as suggested by Wilcox and Tian [38]. This measure was calculated
using the yuen.effect.ci function of the WRS2 package. Values of ξ̂= 0.1, 0.3, and 0.5
correspond to small, medium, and large effect sizes, respectively.

On average, participants reported higher levels of trust for the ARMoD condition (M =
59.73, SE = 2.22) than for the AGV alone (M = 52.5, SE = 2.78). This difference was
marginally significant t = -1.68, p = .051, 95% CI[-17, 0.09]; nevertheless, this difference
did represent a medium-large effect, ξ̂= 0.41.

3.4 Discussion

In this study, we explored how trust from users varied due to the anthropomorphic
features of a robot in an industrial environment. Hancock et al. [23] outlined the
importance of robot-related factors for developing trust in a human-robot interaction. In
[24], the authors state that improving trust in a robot starts with appropriately designing
it. Instead of developing a new robot from scratch to increase users’ trust in industrial
settings, we modified the design of an “Autonomous Guided Vehicle” (AGV) by adding

Table 1: Demographic information from the participants

Group N Age (SD) Women Other gender Left-handed

ARMoD 19 29.7 (9.8) 13 1 1
AGV 14 27.3 (4) 5 0 1
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Figure 7: Violin and box plots of the trust scores for both conditions. Means and corresponding
error bars are in red. Error bars show 95% bootstrapped confidence intervals.

an “Anthropomorphic Robotic Mock Driver” (ARMoD). AGVs, such as the forklift in our
experiment, are frequently deployed in shared industrial environments alongside human
co-workers. We used the popular anthropomorphic social robot “NAO” [32, 30] as the
ARMoD.

The results of our study showed that the use of the ARMoD increased the reported
trust in the interaction of participants with the platform. The simple addition of a robot on
the top of the AGV, alongside basic gaze behavior, was enough to increase users’ trust in
the system in an industrial setting. Our results align with recent research emphasizing the
role of anthropomorphism in trust [21, 22]. Contrary to other research set in industrial
environments [26, 28], our results showed that perceived trust varies due to anthropo-
morphism in fundamental interactions such as the avoidance of a robot. Although not
complex, this way of interaction will probably be expected in busy industrial settings. The
difference in results is perhaps explained by the different nature of the interactions, as
previously involved tasks such as handovers and precise object manipulations in which
the success of the interaction may not have been taken for granted by participants.

Our suggested solution increased trust through anthropomorphic features and gaze
behavior. However, other features can lead to setting an appropriate level of confidence
during human interactions. For example, we previously explored a different method of
communicating intent for the AGV using “Spatial Augmented Reality (SAR)” by projecting
patterns on the floor in front of the robot [10]. However, this form of communication
is limited by the environment’s lighting conditions and can only be deployed to com-
municate navigational intent. Using the ARMoD, we can overcome the disadvantages
of the previously studied SAR to design future experiments. e.g., independence from
the lighting conditions or two-dimensional floor patterns. The ARMoD can interact with
participants proactively through nonverbal communication, gazes, and gestures to com-
municate any intent. Future research should explore how these social features beyond
plain anthropomorphism might impact users’ trust in robots in industrial environments.

This research comes with two limitations. First, although high levels of trust are desir-
able, we just focused on the robot appearance component that modulates it. Appropriate
functioning and the minimization of failures by the system can have a more significant
impact on perceived trust. Moreover, manipulating trust purely by appearance while
ignoring other aspects could lead to over-trust, which can be dangerous and undesirable in
potentially threatening situations, such as the platform not breaking when headed toward
a person. Second, we designed a basic encounter that did not involve tactile interaction
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or manipulation, contrary to previous research with industrial robots. Nevertheless, we
believe that the scenario of a corridor encounter with a robot will likely become common
every day. This situation may occur in various industries and with different types of
workers, even those not directly involved in close collaborative work with the robot.

3.5 Conclusion and Continuation

This section presents the findings of a study examining a novel interaction method for
an autonomous guided vehicle (AGV) using an anthropomorphic robotic mock driver
(ARMoD). Involving 33 participants, the experiment simulated a hallway encounter where
participants interacted with the AGV both with and without the ARMoD mounted on
it. The results demonstrated that participants exhibited heightened levels of trust when
the ARMoD was present, indicating that incorporating anthropomorphic characteristics
enhances appearance-based trust in industrial contexts.

Building on these encouraging outcomes, the next step was to further examine the
interactive capabilities of the ARMoD concept. Specifically, we aimed to compare different
interaction styles: a machine-like style that communicates solely verbally and a multimodal
style that combines verbal communication with human-like gestures and expressions.
This comparison was motivated by the need to determine the most effective method for
enhancing human-robot interaction, understanding that multimodal communication could
potentially offer more intuitive and engaging interactions than verbal communication
alone.

Before conducting large-scale evaluations, we sought to validate these interaction
styles by surveying European citizens. This survey was designed to measure EU citizens’
preferences for different interaction styles and to ensure our approach aligns with the
public’s expectations and needs. The survey results informed the design of subsequent
experiments and facilitated the refinement and optimization of interactions in these
experiments.

3.6 Robotics4EU DARKO Citizen Survey

The Robotics4EU project, funded by the EU’s Horizon 2020 program under grant agreement
No 101017283, aims to promote the widespread adoption of robotics in healthcare,
infrastructure maintenance, agri-food, and agile production by advocating for responsible
robotics principles. As part of this initiative, Robotics4EU conducted a European-wide
citizen consultation in collaboration with the DARKO project to gather public input on 11
different robotic applications. Through an online, informed survey platform that included
educational materials and guided questions, citizens provided valuable feedback. This
approach underscores the importance of involving public perspectives in technological
development to ensure that new robotic solutions meet societal expectations and needs,
thereby facilitating their acceptance and successful integration. The survey received
answers from at least 8 different countries, with Denmark coming in at the top with 44%
of the total answers. Following this, Lithuania accounted for 12followed by both France
and Norway with 10% and Estonia, Isle of Man, Latvia and Portugal each representing 1%
each. 18% of respondents chose not to disclose from which country they came. Citizens
from both Central and Eastern Europe, Northern Europe, Southern Europe, and Western
Europe have answered the survey, indicating a diversity across Europe.

3.6.1 Demographics of the Survey and how it presented DARKO
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Demographics  
72 respondents answered the online 

consultation. The highest representation of 

citizens was the age group 55-64, accounting 

for 22%. While the distribution of the other age 

groups was divided closer to each other. The 

younger generations from 18-24 years were 

not as well represented.  

The gender distribution of citizens was leaning 

towards a little larger representation of male 

respondents, with male participants 

accounting for 57% and female participants 

accounting for 40%. The remaining either 

answered ‘other’ or did not specify their 

gender. 

Looking at distribution of areas of residence, a 

total of 46% of the respondents answered that 

they lived in a large city. The second most 

chosen option was small town with a total of 

24%, these were followed by suburban with 

21% and rural with 8%. The remaining 1% 

entered ‘other’ as their area of residence. 

These results reflect the expectations when 

taking the distribution of the age groups into 

account. 

The educational level of the respondents was 

high with 39% having a master’s degree, a 

quarter of the respondents having finished a 

bachelor’s degree, and 24% had a vocational 

education or training. Every tenth of the 

respondents had a doctoral degree. The last 

3% had a general upper secondary degree.  
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Presentation  
DARKO is a European research project that develops new methods for robots that 

should work efficiently together with people, particularly in logistics and production.  

The central theme for the DARKO robot is efficiency. The robot should navigate 

efficiently around people – comfortably driving among them in a way that doesn’t disturb 

its co-workers, while still reaching its goals on time. This includes being able to efficiently 

communicate its intents to the people around it, as well as recognizing their intents.  

 

 
The robot should be efficient at handling objects – which also includes throwing an object 

into the target tray, rather than driving there to drop the object. Throwing will save both 

time and energy. The robot should also be easy for anyone to install at a new site – 

increasing efficiency by reducing the work effort and modifications that might otherwise 

be needed to adapt the environment for the robot. 
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3.6.2 Questions regarding the DARKO Project

The survey aimed to gather respondents’ preferences and feelings about working with
robots in different scenarios. The first question focused on whether respondents preferred
robots that move on predefined paths or navigate flexibly like humans. The second question
asked if robots should adapt to their surroundings by learning human activity patterns.
The third question explored whether respondents would feel safer working alongside
robots that track human movements.

Question 1 Results: Respondents were asked if they preferred robots that move on
predefined paths or navigate flexibly. Almost half (47%) preferred robots to follow clearly
marked predefined paths for predictability and safety. About 35% preferred robots that
could plan and navigate freely, valuing technological advancement and efficiency. The
remaining 18% favored predefined paths without floor markings. Responses varied; some
emphasized safety and predictability, while others wanted more advanced, flexible robots.

Question 2 Results: More than half of the respondents were positive about the idea when
asked if robots should adapt to their surroundings by learning human activity patterns.
Approximately 29% were neutral, possibly due to uncertainty or difficulty understanding
the concept, while 14% expressed concerns about privacy and the robot’s ability to adapt
accurately. Only 4% thought it was a bad idea, reflecting a general openness to adaptive
technology despite some reservations.

Question 3 Results: The third question explored safety perceptions regarding robots
that track human movements. About 65% of respondents felt safer with tracking robots,
citing increased reliability and better adaptation to human behavior. However, 14% felt
safer without tracking due to privacy and safety concerns, such as the risk of data misuse
and mistrust in the robot’s technical capabilities. The remaining respondents either felt
safe in either scenario (15%) or did not feel safe around robots at all (6%).

Testing different levels of communication To explore the use of different levels of
communication, the respondents were presented with two different appearances of the
DARKO robot and a reply to a questionnaire. The first was a picture of the DARKO robot.
The second was the same picture, but now it has the humanoid robot NAO on top of the
DARKO robot. This was done to test whether some of the functionalities of a humanoid-
looking robot can have a positive impact on people’s first impression of a robot or if it is
indifferent to their feelings towards it.

Figure 8: Left: The DARKO robot in the factory stage appearance is called "Robot 1 in its
current appearance". Right: The DARKO robot with the humanoid-looking robot NAO (from
SoftBank Robotics) on top is called "Robot 2 with humanoid robot."
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The respondents were also informed that they should be aware that the addition of NAO 

was only to test a concept and not necessarily how the developers envision the final 

product. 

The respondents were asked to react to three statements indicating on a scale from 1-5 

how very high or very low they expected to do the following:  

1) I think I will be able to interact well with this robot 

2) I would find this robot trustworthy 

3) I would like to work alongside this robot 

In the survey the respondents were first asked the above questions for the first robot and 

then they were presented with the second picture of the robot and asked the same 

questions again. In the report, we will however present one question at a time and then 

compare the responses of the two robots.  

Question 4: I think I will be able to interact well with this robot 

To explore the use of different levels of communication when interacting with the robot, 

the respondents were asked to indicate on a scale from 1-5 how very high or very low 

they expected to interact well with the robot. Below you can see the results from the two 

robots presented. 
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As can be seen from the comparison there’s only a small difference in the respondents’ 

answers. Robot 2 with the humanoid appearance scores marginally higher having fewer 

people answer that they had low or very low expectations towards interacting well with 

the robot but at the same time it also scores slightly lower in the other end of the scale 

with the very high expectations. Because the margin is so small and taking the number 

of respondents into consideration the result implies that the respondents generally are 

positive towards interacting with the robot regardless of the humanoid features brought 

by the NAO robot.  

Question 5: I would find the robot trustworthy 

The respondents were asked to enter on a scale from 1-5 how strongly they agreed or 

disagreed to the statement of finding the robot trustworthy.  
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Once again, the results are very close to each other, the number of respondents strongly 

disagreeing to the statement are identical and the same goes for the number of 

respondents strongly agreeing to the robot being trustworthy. While respondents 

entering their score in the middle of the scale are a little higher towards the humanoid 

robot, this might be linked to the respondents being a bit more unsure how they should 

feel towards the humanoid robot not knowing what it can and can’t do. It can therefore 

not be concluded whether giving the robot a face can generate a feeling of security and 

familiarity. However, this is something that could be further explored with real-life testing 

with regular citizens where they can get a better feel of the robot and explore it better 

than what can be done through a picture.  
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A focus group interview conducted among the participants of the Robotex 

International festival reveals that it is difficult to evaluate rudimentary robots 

and their functions when the first impression is of a machine in a very early 

stage of development. Trust is created by the need to see that the robot is 

mature. "The first thing that strikes me about him is that he is, as it were, at an 

early stage in its development. It is hard for me to understand what he is 

made for and what he does. Even if there is a description, the first feeling is 

that it is still too raw." 
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Question 6: I would like to work alongside this robot  
On a scale from 1-5 respondents were asked to enter how strongly they would disagree 

or how strongly they would agree to like working alongside the robot.  

Once again, the results are very similar but here the respondents were a little more 

positive about working alongside the robot without the small humanoid robot on top of it. 

Looking at the results from the former 3 questions most of the answers were placed in 

the middle of the scale ranging from high expectations to low expectations and from 

strongly disagreeing to strongly agreeing. The distribution of the results is expected with 

conceptual questions where the respondents still haven’t experienced in real life the 

situations they are being asked to respond to. The first 2 comparisons most of the 

respondents had a slightly lesser negative response to have the little humanoid robot on 

top of the robot, while with the last comparison a small margin of the respondents 

preferred working with the robot without the humanoid robot.  
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Looking back at the former questions in the survey, the respondents have expressed 

they preferred having the robot adapt to the human’s contra having the humans doing 

the adaptation. So, when the robot is doing most of the adaptation this can potentially 

help with the trust building towards the robot. Given a situation where they must work 

alongside the robot it does not seem to be as important to have a humanoid robot sitting 

on top. 

Testing of verbal and gestures as means of communication 

To further test the functionalities a humanoid robot can provide, the respondents were 

introduced to two videos of the robot with NAO in function. The first video has NAO 

informing its intentions by using a voice saying, “let’s go to goal number 5”.  

In the second video presented to the respondents, NAO informs its intention by using 

the same voice and a gesture by looking and pointing in a direction.  

Respondents were asked both how strongly they agreed or disagreed with the robot 

clearly communicating its intentions and whether they thought this was appropriate way 

to communicate where the robot will go next on a scale from 1-5. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Video 1 (only verbal) Video 2 (Verbal, Gesture & Gaze) 
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Question 7: Did the robot communicate its intentions clearly? 
Looking at the results below the respondents were more prone to having the robot 

communicating its intentions by using both a voice and gesture. In the first video only 

47% of the respondents agreed or strongly agreed that the robot communicated its 

intentions clearly, whereas in video 2 66% thought the communication was clear. Also, 

in the middle and the other end of the scale we see a clear difference between the two. 

However, we can also conclude that there still is a group of people who do not think the 

robot is clear in its communication one way or the other.  
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Question 8: Do you think this is an appropriate way to communicate 
where the robot will go next 
The respondents are again introduced to two videos, one with the robot communicating 

by using a voice and one video with the robot communicating using a voice and gesture.  

The results are similar to the former question. The respondents are more prone to having 

the robot communicating by using a voice and gesture. A higher number of the 

respondents disagree with communication being an appropriate way of communicating, 

when only using a voice to inform of where the robot will go next. Almost twice as many 

strongly agreed to having the robot use bot the voice command and gesture compared 

to only using the voice. Looking at the two previous questions we can conclude that there 

is an indication that the respondents would rather have communication in more than one 

way. In addition to this people with hearing or visual impairment should potentially also 

be considered.  
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Question 9: If you were to work together with this robot, which type of 
interaction would you prefer, based on the two videos you have seen?  
Lastly the respondents were asked to evaluate which type of communication with the 

robot they preferred. They needed to answer if they wanted the robot to communicate 

using its voice or by using its voice along with gestures. If they didn’t prefer either, 

respondents could describe how they wanted to interact with the robot.  

80% of the respondents preferred the robot to communicate by using a voice and 

gesture. While 7% preferred the robot to use its voice to interact. 13% of the respondents 

didn’t prefer either way of interacting with the robot. 

Looking into the elaborative answers one respondent mentions how: “we perceive 

differently, so therefore good with different actions” supporting why using a gesture along 

with the voice is preferred. Some of the respondents do have reservations towards the 

voice being used. The voice needs to be clearer and asked for it to be in a more serious 

tone. Other respondents are asking for the use of led light for the robot to communicate 

where it is going. While another respondent mentions how humans do not communicate 

which directions on where they are moving, so this might not be needed with a robot. 

With this comment it should be considered that humans do use a lot of indirect body 

language and mimics that can show our intentions, which the robot does not have. To 

mimic this the robot can perhaps be accommodated by using lights, a display on the 

robot or by placing the humanoid robot on top of the robot by communicating its 

movements with gestures. One answer stands out from the others: “it is easiest with only 

one indication”, the comment separates itself from the other comments and the 80% 

preferring the robot to communicate using different approaches. The Comment might be 

in relation to the former comment on humans not explicitly expressing their movements, 

and therefore the communication might not be necessary.   
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3.7 Summary and Conclusion of Survey Results

The EU4Robotics Survey provided valuable insights into the diverse opinions and expecta-
tions of technology among respondents, which is crucial for developing the ARMoD in the
DARKO project. The results indicate that safety concerns and technological advancements
are critical factors in determining preferences for robot movements, emphasizing the im-
portance of developing a robot to address these concerns. Additionally, many respondents
answered that they would feel safer working alongside a robot that tracks and records
human movements, potentially indicating that it is aware of surrounding humans. Inter-
estingly, the survey suggests that adding humanoid features does not significantly impact
respondents’ willingness to interact with the robot or their perception of its trustworthiness,
potentially contradicting our initial findings [18]. However, the study was conducted
online, and participants did not interact with an embodied robot, which is known to have
a substantial effect, especially on subjective user ratings [39]. When asked about their
preference regarding verbal and gestural communication, it was found that the latter
improves the clarity and acceptability of the robot’s intentions. Most respondents prefer
robots to communicate using both voice and gesture, highlighting the need to consider
people with hearing or visual impairments when designing robot communication systems.
Overall, the survey highlights the importance of considering diverse perspectives and needs
in technology development and suggests that further testing with real-life interactions
is necessary to fully understand the impact of the ARMoD’s features on human-robot
interactions.
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Figure 9: Participant encountering a mobile robot with an NAO robot mounted on top as
the “Anthropomorphic Robotic Mock Driver” (ARMoD). The mobile robot communicates with
participants through the ARMoD.

4 Experimental Evaluation of the ARMoD

In the previous sections, we outlined the communication channels available for the DARKO
robot and the design process of the ARMoD. In the following section, we present our initial
experimental evaluation of the ARMoD concept.

Summary: Robots are increasingly used in shared environments with humans, making
effective communication necessary for successful human-robot interaction. Our work
studies a crucial component: active communication of robot intent. We evaluated our
anthropomorphic solution, which is when a humanoid robot communicates the purpose
of its host robot, acting as the “Anthropomorphic Robotic Mock Driver” (ARMoD). We
evaluate this approach in two experiments where participants work alongside a mobile
robot on various tasks, with the ARMoD communicating a need for human attention or
giving instructions to collaborate on a joint task. The experiments feature two interaction
styles of the ARMoD: a verbal-only mode using only speech and a multimodal mode that
includes robotic gaze and pointing gestures to support communication and register intent in
space. Our results show that the multimodal interaction style, including head movements,
eye gaze, and pointing gestures, leads to a more natural fixation behavior. Participants
naturally identify and fixate longer on the areas relevant to intent communication and
react faster to instructions in collaborative tasks. Our research further indicates that the
ARMoD improves engagement and social interaction with mobile robots in workplace
settings.

4.1 Introduction

Mobile robots are becoming increasingly common in today’s workplaces, working alongside
human colleagues. However, while humans use a complex set of social cues to interact
with each other, mobile robots are often limited by their native design, making it difficult
for them to produce legible social cues. Designing efficient communication methods is
paramount to enable mobile robots to convey critical information about their environment
and the task at hand to their human co-workers. Therefore, ensuring seamless and
productive interactions between robots and humans requires the development of suitable
methods to bridge the communication gap between them.

The need for effective communication between mobile robots and humans in different

29



H2020-ICT-2020-2: 101017274 DARKO Deliverable D5.2

work environments has led to research into various approaches, including native com-
munication channels such as LEDs [40, 41] and robot-attached channels such as floor
projections [10, 11]. However, these cues may not be universally understood or applicable
to all robots. The need for approaches that can be validated and used across a range of
mobile robots remains open [8]. In this study, we evaluate the use of an “Anthropomorphic
Robotic Mock Driver" (ARMoD) as seen in Figure 9 to facilitate intuitive communication
between non-humanoid robots and human co-workers in workplace settings, building on
the previous research in this area [13, 14, 10, 18].

This study evaluates the incorporation of communication channels for mobile robots
using the ARMoD [18] without affecting their primary functionality. Prior research showed
that adding anthropomorphic features can enhance communication with pedestrians [42].
Our initial validation of the ARMoD concept concluded an increase in appearance-based
trust in the robot [18]. We investigated the interactive capabilities of the ARMoD and
examined its effects on participants’ attention by measuring their eye gaze during the
interaction in a collaborative task. To frame our experiments, we draw on the terminology
of the intent communication model introduced by Pascher et al. [1] to categorize the
robot’s conveyed intents.

In human-robot interaction (HRI), eye tracking is a powerful tool for analyzing visual
attention and perception. Researchers can gain valuable insights into how people perceive
and interact with their environment by recording and analyzing fixations, brief periods
when the eye remains relatively stable, and visual information is acquired [43]. Previous
research used eye tracking to investigate how a robot’s intent communication affected
human bystanders’ gaze [10] and participants’ engagement [44]. In our study, we use eye
tracking to analyze how participants’ fixations are distributed between the ARMoD and
the mobile robot and how the interaction style of the ARMoD affects participants’ reaction
times to cues relevant to collaborative tasks.

To validate the interactive capabilities of the ARMoD as an intention communication
entity for mobile robots, we design two different styles of interaction: a purely verbal
one, where the intention is communicated using only the speech of the humanoid robot,
and a multimodal one, where the intention is supported by the robotic gaze and pointing
gestures of the robot. These align with recent literature on humanoid robots [14, 44]. We
aim to investigate their effect on communicating different types of intentions to human
users. The ARMoD is mounted on two different mobile robots and interacts with human
participants in either verbal-only or multimodal communication styles, depending on the
experimental condition.

To investigate the impact of these two different interaction styles on the quality of
human-robot interaction aided by ARMoD, we conducted two experiments in which
participants worked alongside the robot on various tasks that required collaboration with
the robot. In these experiments, we address the following three research questions:

1. How do different interaction styles influence participants’ fixation duration on the
ARMoD during an attention-grabbing greeting behavior?

2. Does an interaction style that registers communicated intent in space lead to faster
reaction times than a style that does not?

3. To which extent do participants fixate on the ARMoD vs. the mobile robot during
HRI, and how are two different interaction styles affecting this behavior?

Our study validates the observation of prior research by Salem et al. [14] that a multimodal
interaction style of a humanoid robot leads to participants interacting in a “fairly natural
way". Furthermore, we find additional evidence that eye contact established by a humanoid
robot leads participants to longer fixate on its face, which Kompatsiari et al. [44] correlated
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Figure 10: In Experiment A, participants interact with a robotic forklift. The ARMoD instructs
the participants to place an object on the forks of the mobile robot.

with increased engagement. Equipping mobile robots with an ARMoD that utilizes a
multimodal interaction style to communicate with users results in faster reaction times
in collaborative tasks, where the robotic gaze registration of communicated instructions
enables quicker localization of goal points and objects of interest.

4.2 Evaluation Methodology and Design

This study evaluates the ability of the “Anthropomorphic Robotic Mock Driver" (ARMoD) to
communicate intentions for mobile robots in a workplace setting. We examine the impact
of two interaction styles – verbal-only and multimodal – on conveying various intentions,
including attention, motion, and instruction. In this context, attention refers to when a
robot aims to catch the user’s attention for a subsequent movement activity. The ARMoD
is mounted on a different mobile robot in each Experiment and interacts with human
participants using one of the two interaction styles based on the experimental condition.
This section provides a detailed description of our experimental design and methodology.

This paper presents the results of two experiments to evaluate the ARMoD concept and
answer the research questions. The initial Experiment A investigates the interaction styles
of the ARMoD in one-on-one interactions in a narrow corridor. Intriguing fixation patterns
are observed, such as more prolonged fixation on the face of a humanoid robot when
eye contact was established and faster reaction times in collaborative tasks when using a
multimodal interaction style with an ARMoD. Experiment B is designed to confirm these
findings using a different mobile robot in repeated interactions in a more open workplace
setting.

In both experiments, participants work alongside the mobile robot as coworkers and
work on various tasks. When the robot encounters a situation requiring assistance to
complete its task, the ARMoD communicates the need for the human’s attention to initiate
an interaction. Once the interaction starts, the human collaborates in a joint task with
the robot. Participants are instructed to cooperate with the robot if the ARMoD requests
it. In both experiments, the ARMoD communicates instructional and motion intent to
coordinate the fulfillment of the collaborative task with the human.

The experiments occur under two different conditions, each modulating the interaction
style of the ARMoD. In the verbal-only condition, the ARMoD communicates solely verbally
with the participants. In the multimodal condition, we combine verbal communication
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with gaze cues and pointing gestures from the NAO robot to register communicated intent
in space if necessary. This multimodal interaction style builds on the one proposed by
Salem et al. [14].

Experiments A and B differ primarily in the mobile robots used, the nature of the
collaborative task, and the workspace design. In Experiment A, participants transport an
aluminum tin can (diameter 160 mm, filled with 750 ml canned vegetables) to a table and
then collaborate with a robotic forklift, which must transport a box (see Figure 10 and
Figure 11) to the other side of a corridor. The ARMoD instructs the humans to place the
box on the forklift’s forks and, once the box is loaded, guides the human’s path to avoid a
collision by using its voice to say “Pass on my left” and pointing to its left in the multimodal
interaction style. In contrast, in Experiment B, participants interact with a smaller, more
agile mobile robot with different physical appearance and driving characteristics, see
Figure 14. This mobile robot, equipped with a robotic arm in its resting position, navigates
in a 10 × 9 meter open workplace setting and requires the assistance of a human at a
specific goal point. The ARMoD communicates the robot’s next goal point and instructs
the human to accompany it.

In our experiments, we use Tobii eye-tracking glasses (versions 2 and 3) to capture the
participants’ gaze behavior while interacting with the robots. The data obtained from the
Tobii glasses requires post-processing for suitable data analysis, as described in Section
4.2.3. Otherwise, the results are susceptible to misinterpretation. We deploy the standard
Tobii IVT attention gaze filter with a classification threshold of 100◦/s. For the evaluation,
we use the software "TobiiProLab"2. We describe the preparation of the eye tracking data
in Section 4.2.3 and its analysis in Sections 4.3 and 4.4.

In addition to the eye gaze trackers, in both experiments, we measured subjective
ratings and perceptions of the robot using questionnaires. For Experiment A, we deploy
the same trust scale for “Trust in Industrial Human-robot Collaboration” by Charalambous
et al. [29] as for our prior work [18] to assess how an interaction is affecting the subjective
user ratings. In Experiment B, we add Bartneck’s “Godspeed questionnaire" [45] to
better understand participants’ perception of the robot system and to check for potential
differences in interaction styles.

4.2.1 Experiment A: Request for human assistance

In Experiment A, we explore the two interaction styles of the ARMoD, giving simple
instructions. To counterbalance learning effects, each participant participates randomly
in both conditions. One interaction style is verbal-only, while the other is multimodal
and includes pointing gestures, robotic gaze, and eye contact with participants. The
interactions occur in a 15 m long and 2 m wide corridor. Participants approach a table to
pick up a box and correctly place it on a marked area on the robot’s forks. The ARMoD
then instructs participants to disengage. The interaction is initialized when the distance
between the participant and the forklift is less than or equal to five meters, based on the
social distance model by Hall [46]. Before the experiment, a human instructor explains
how to place objects on the robotic forklift’s forks, as participants are not expected to have
prior experience with forklifts. Figure 11 shows the experimental setup.

The ARMoD deploys various gazes and gestures during the interaction with participants.
When the ARMoD’s distance to the participant is less than or equal to five meters, the
ARMoD starts giving instructions. In the multimodal interaction style, the ARMoD performs
referential gestures and gazes while speaking, making eye contact with the participants, and
tracing them using head movements. The spoken instruction “Pass on my left” accompanies
an optional referential gesture. In the verbal-only interaction style, the ARMoD only gives

2https://www.tobiipro.com/product-listing/tobii-pro-lab/
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Figure 11: Experimental setup for Experiment A, in which a human participant interacts with
an Anthropomorphic Robotic Mock Driver (ARMoD) seated on a mobile robotic forklift. The
participant begins at one end of a corridor, and the forklift and ARMoD are at the opposite end.
The experiment involves transporting a tin can and later collaborating with the robot to place
a box according to instructions on the forklift.

spoken instructions while looking in the driving direction. The program sequence plan,
shown in Figure 12, details the sequence of actions and behaviors of the ARMoD during
the interaction with participants in Experiment A. Interactions ranged from 74 s to 104 s
with a median duration of 89 s in with the verbal-only and 96 s with the multimodal
interaction style.

4.2.2 Experiment B: Mediating joint navigation

Experiment B verifies Experiment A’s findings by testing the interaction styles with a
different mobile robot and repeated interactions. It evaluates the difference between
multimodal and verbal-only styles for collaborative tasks and compares user ratings and
perceptions. Participants navigated freely with the robot in an open room with seven-goal
points (see Figure 13). Participants drew cards from decks at designated goal points,
which indicated their next navigation goal. Each deck had a varying number of cards, with
goal points 1 and 7 having 15 cards each, goal point 3 having 12 cards, and goal

points 4 , 5 , and 6 having nine cards each. Two special cards instructed participants
to look for the robot in the room and interact with it.

Upon encounter, the ARMoD initiated the interaction in either a multimodal or verbal-
only style. An experimenter monitored the scene and adjusted the ARMoD’s behavior by
entering the next goal point for the mobile robot. This was communicated to participants
through the ARMoD. If too many participants were at a goal point, the experimenter
interrupted the mobile robot’s autonomous navigation shortly before reaching it. If
interrupted prematurely, the mobile robot would tell the participant to abort the interaction
and continue drawing cards. The mobile robot would navigate alone to the goal point
once less crowded.

In Experiment B, we explore the two interaction styles (multimodal and verbal-only)
of the ARMoD, giving simple instructions. In the multimodal style, the ARMoD greeted
the participant while establishing eye contact, communicated attention intently, and used
head and pointing gestures to instruct the participant to go to the next goal point and
draw a card. At the goal point, the ARMoD again used head and pointing gestures to
instruct the participant to go to the goal on the card. In the verbal-only style, the ARMoD
only greeted the participant and provided final instructions at the goal point without eye
contact, robotic gaze, or pointing gestures. Depending on the interaction style and the
distance between goals, interactions lasted around 30-40 seconds, with a median duration
of 37 seconds for the multimodal style and 32 seconds for the verbal-only style.
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Figure 12: Flow chart illustrating the programmed behavior of the ARMoD during Experiment
A in a hallway encounter. The sequence of events during each step of the interaction is shown
from top to bottom. Dialogue spoken by the ARMoD is indicated by italicized text in quotes,
while bold text indicates movements only present in the multimodal interaction style condition.

4.2.3 Eye Tracker recordings

We generate heatmaps from the eye-tracking data to analyze how the different interaction
styles influence participants’ attention patterns and reaction times to ARMoD’s instructions.
To obtain these heatmaps, we label essential events in the recordings captured by the
Tobii Pro Glasses camera. We use Tobii Pro Lab’s assisted mapping tool to map the user’s
gazes from the eye-tracker global camera onto 2D images. We also use the software’s AOI
(area of interest) annotation tool to define regions of interest in the snapshots. This allows
us to analyze fixation count and duration on certain robot parts. Finally, we generate
heatmaps for the count of participants’ fixations on the snapshots (see Figure 14). This
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Figure 13: Experimental setup for Experiment B, which investigates the interaction between
multiple participants and robots in a shared workplace setting. Participants navigate between
designated goal points by drawing cards, as described in [47, 48]. Two special cards instruct
participants using the phrase “Go to the robot” to look for the robot, approach and interact with
it. The study aims to examine participants’ behavior and perceptions during these interactions
in a dynamic, realistic environment.

(a) Heatmap condition
verbal-only interaction style

(b) Heatmap condition mul-
timodal interaction style

Figure 14: Heatmaps showing participant gaze distribution on the robot platform in two
conditions. In the verbal-only condition (left), fixations are spread widely across the robot
and its sensory equipment, with multiple red blobs on the ARMoD’s body and one on the RGBD
camera. In the multimodal condition (right), participants focus more strongly on the ARMoD,
as indicated by the red blob on the robot’s face. Red blobs indicate centers of high fixation
counts in both heatmaps.

process enables us to analyze the influence of interaction styles on participants’ eye gaze
and reaction times.

4.2.4 Participants

We recruited 25 participants for Experiment A and 9 for Experiment B. Participants’ ages
ranged from 18 to 56 years (M = 28.7, SD = 7.88) in Experiment A and 23 to 38 years
(M = 30.2, SD = 4.73) in Experiment B. All participants are fluent in English and identify
as female (14/25; 4/9), male (10/25; 5/9), or non-binary (1/25; 0/9). In Experiment B,
participants interact twice with each interaction style in four four-minute long sessions in
randomized order. In Experiment A, participants interact once with each interaction style
in two-minute long sessions.
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4.3 Results

We present the results of qualitative questionnaires and quantitative eye-tracking measure-
ments. The questionnaires provide limited insights due to the small and heterogeneous
sample size. Therefore, we primarily rely on eye-tracking measurements to address our
research questions.

Questionnaires We gathered subjective user ratings in the system using Charalambous’
questionnaire [29] for “Trust in Industrial Human-robot Collaboration" in both experiments.
In Experiment A, we tested for significant differences in subjective user ratings between
the two proactive interaction styles with different modalities and the data for interaction
with no modalities from our prior work [18] using a one-way ANOVA. The median scores
were 42 for the interaction with no modalities and 43 for verbal-only and multimodal
interactions. This may indicate a slight improvement in subjective trust using either
interaction style. However, no significant difference between the groups was found in the
statistical test (F-statistic = 0.22, p = 0.80).

In Experiment B, we added Bartneck’s Godspeed questionnaire to evaluate participants’
subjective perceptions of the ARMoD’s interaction styles. We used a Mann-Whitney U tests
to compare sub-scales between verbal-only and multimodal interaction styles. The analysis
shows slight, non-significant differences for some constructs in the questionnaire. We use
Shapiro-Wilk tests to confirm that all data was not normally distributed before performing
the tests. Results show no significant difference between the groups in any subscales (all
p-values > 0.05). The median scores are 10 for both conditions in the Anthropomorphism
subscale, 13 for verbal-only and 16 for multimodal in the Animacy subscale, 18 for both
conditions in the Likeability subscale, 14 for verbal-only, and 15 for multimodal in the
Intelligence subscale. Each subscale is rated on a scale from 1 to 25, with higher scores
indicating more favorable levels of the measured attribute. For the Safety subscale (1 to
15), there are 10 for the verbal-only and 11 for the multimodal interaction style.

Gaze Behavior of Participants during the interactions We found that participants
fixated on the robots differently between the verbal-only and multimodal interaction styles
in both experiments. Figure 14 shows sample heatmaps generated from the gaze data of
participants in experiment B. The heatmap on the left (Figure 14a) for the verbal-only
interaction style shows scattered fixation counts across the robots. In contrast, the heatmap
on the right (Figure 14b) for the multimodal interaction style shows a prominent center
of high fixation counts around the head of the robot. Similarly, in experiment A, the heat
maps clearly focus on the head of the ARMoD for the multimodal interaction style. With
the absolute fixation count per heatmap, we calculate how much percent of these fixations
land in some areas of interest. With the respective median durations of interactions, we
calculate the fixation frequencies as 1.62 Hz and 1.67 Hz for the multimodal and 2.83 Hz
and 2.5 Hz for the verbal-only interaction style in Experiments A and B.

Figure 15 shows the percentage of the total fixation count for each region of the
analyzed heatmaps in the experiments. Verbal-only interaction saw a higher fixation
count on the platform and sensors, while multimodal interaction saw a higher percentage
of fixations on the ARMoD. T-tests found significant differences between verbal-only
and multimodal interaction styles for both ARMoD (p = 0.01) and Mobile Robot AOI
counts (p = 0.02), with small and medium effect sizes (Cohen’s d: 0.29 and 0.49).
These results suggest that visual and gestural cues in the multimodal interaction style
shift participants’ fixations towards the ARMoD as the entity communicating intent. This
finding is consistent with the heatmap analysis and further supports the effectiveness of the
multimodal interaction style in directing participants’ attention toward the communication
interface.
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Figure 15: Matrix comparing the percentages of fixation counts on regions of interest for
verbal-only and multimodal interaction styles. Fixations on the background or other parts
of the scene that receive minimal fixations are excluded from the analysis to focus on how
participants fixate on the robots during the interaction. In the multimodal interaction style,
the ARMoD receives more fixations, suggesting that participants interact with it in a “fairly
natural way” (as per Salem et al. [14]).

We also analyzed the duration of fixations on the ARMoD based on its interaction style.
The duration of all fixations during the interactions with the ARMoD was extracted for
each condition in the two experiments. Independent t-tests were then performed for each
condition to test for statistical significance. Participants underwent the conditions in a
randomized order to counterbalance learning effects. During Experiment A, participants
fixated slightly longer on the ARMoD (M = 232 ms, SD = 159 ms) in the multimodal
interaction style than in the verbal-only interaction style (M = 226 ms, SD = 153).
However, this difference was insignificant (t = 0.77, p = 0.44). However, in Experiment
B, we found a statistically significant difference (t = −3.38, p = 0.01, Cohen’s d = 0.34)
between the mean fixation duration of verbal-only and multimodal interaction styles of
the ARMoD. Participants fixated on the robot significantly longer during the multimodal
interaction style (M = 278 ms, SD = 192) than during the verbal-only interaction style (M
= 212 ms, SD = 136).

We analyzed the participants’ time to first fixation on a point or object of interest after
a world-centered instructional intent communicated by the ARMoD in both experiments.
We measured the time between the instruction and the first fixation on the target point
or object using two event markers. We tested the data for normality using the Shapiro-
Wilk test and deployed a Mann-Whitney U test, as the Shapiro-Wilk tests did not indicate
normality. Our analysis found significantly shorter times to first fixation (reaction times)
for the multimodal interaction style than verbal-only in both experiments. Experiment A
showed a decrease from M = 2317 ms, SD = 853 (verbal-only) to M = 1237 ms, SD = 524
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Figure 16: Lineplot to compare participants’ reaction time between the ARMoD instruction
and the first fixation on the target. Error bars show standard deviation. Left: Experiment
A, ARMoD gave instructions to place a box. Right: Experiment B, ARMoD gave instructions
regarding the next common goal point.

(multimodal), a difference of 1080 ms (U = 6, p = 0.03, Cohen’s d = 0.39). Experiment
B showed a decrease from M = 2505, SD = 1095 (verbal-only) to M = 1232, SD = 436
(multimodal), a difference of 1273 ms (U = 9, p = 0.03, Cohen’s d = 0.41). Figure 16
illustrates the decrease in reaction time. These results suggest that multimodal interaction
styles facilitate faster and more efficient communication of intent than verbal-only.

4.4 Discussion

4.4.1 Subjective user ratings

In our previous work, we studied appearance-based trust in a mobile robot equipped
with an ARMoD, which revealed higher levels of trust from participants [18]. This study
examined subjective user ratings for verbal-only and multimodal interaction styles during
collaborative tasks. We found no statistically significant difference in subjective user
ratings between the two interaction styles. However, the multimodal style showed slightly
higher median ratings regarding animacy, likability, intelligence, and safety. These findings
support previous research by Salem et al. [14], who observed that participants had more
positive perceptions and evaluations of robots with multimodal interaction styles. Previous
user studies evaluating the text-to-speech, appearance, and performance of the NAO robot
have shown that users desire more natural speech and gesture capabilities [32]. Therefore,
future research could investigate how users’ subjective evaluations would vary with a more
sophisticated robot, such as the iCub robot used by Kompatsiari et al. [44].

4.4.2 Gaze Behavior of Participants during Interactions

The results of both experiments support the idea that eye contact can “freeze attentional
focus on the robot’s face” [44], suggesting that incorporating head movements and robotic
gaze cues into the ARMoD’s interaction style could enhance its ability to engage users.
This finding addresses our first research question: “How do different interaction styles
influence participants’ fixation duration on the ARMoD during an attention-grabbing
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greeting behavior?”. A multimodal interaction style, which includes gaze cues and eye
contact for the ARMoD, may be more effective in capturing and holding participants’
attention than verbal-only interactions. This is supported by previous research [44]
that eye contact is crucial in facilitating engagement and social interaction with robots.
Therefore, combining a verbal greeting and establishing eye contact via head movements
might be sufficient for the attention-grabbing behaviors described by Pascher et al. [1] to
precede the delivery of motion and instructional intents.

The effect of ARMoD, registering instructional intent in space, on participants’ reaction
times was examined according to our second research question: “Does an interaction style
that registers communicated intent in space lead to faster reaction times compared to a
style that does not?”. Two styles of interaction used by the ARMoD were compared: a
verbal-only style and a multimodal style in which the robot used head movements and
pointing gestures to register intent. Pascher et al. [1] argue that unregistered intent
requires additional mental steps to establish a spatial link, potentially slowing reaction
times. Specifically, using head movements and robotic gaze in the multimodal interaction
style is vital in this effect. Participants took 0.8 – 1 s less to fixate on an ARMoD-referenced
target when these cues were used. However, the relative contributions of head movements
and pointing gestures to this effect cannot be determined from this study and require
further investigation. This finding is particularly relevant to industrial HRI contexts, where
fast and effective communication is critical for productivity and safety.

The heatmap analysis from participants’ gaze data revealed that the multimodal inter-
action style was more effective at capturing and directing participants’ attention than the
verbal-only interaction style. This finding aligns with our third research question: "To what
extent do participants fixate on the ARMoD and the mobile robot during HRI, and how are
two different interaction styles affecting this behavior?". The heatmaps of Figure 14 show
that most fixations were on the ARMoD’s face, particularly in the multimodal interaction
style. These results align with research by Gullberg and Holmqvist [49], suggesting that
participants tend to fixate on a speaker’s face rather than their gestures during interactions.
Our findings indicate that by using head movements and pointing gestures, the multimodal
interaction style can effectively direct participants’ attention to critical spatial cues while
maintaining a natural interaction style. Overall, our results highlight the potential of an
ARMoD deploying a multimodal interaction style in enhancing human-robot interactions
by improving attentional focus and facilitating natural communication.

4.5 Conclusion: Developing the ARMoD

Our research on robotic intent communication has made significant strides in understanding
and enhancing Human-Robot Interaction (HRI) through integrating anthropomorphic
features. The initial study demonstrated that an Anthropomorphic Robotic Mock Driver
(ARMoD) mounted on an Autonomous Guided Vehicle (AGV) increases appearance-based
trust among participants in industrial settings.

Further insights from the EU-citizen survey revealed a preference for robots that adapt
to their surroundings and learn human activity patterns for increased safety. The humanoid
features alone were found to not significantly impact trust without an interaction with
the embodied robot. The combination of verbal and gestural communication enhanced
the rating of clarity and acceptability of the robot’s intentions as accepted. This highlights
the importance of multimodal communication in designing effective HRI systems. Our
final study further investigated the effectiveness of the ARMoD in providing additional
communication channels for mobile robots. The results indicated that multimodal inter-
action styles using the ARMoD lead to more focused attention on the robot’s face and
quicker response times to instructions, demonstrating its efficacy in directing attention
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and enhancing communication in industrial settings. Due to the positive results achieved,
the concept was integrated into the THÖR-MAGNI dataset collections.

Applying the ARMoD to real-world applications necessitates understanding the long-
term effects of repeated interactions with the concept. Future work should include pro-
longed studies to examine how different ARMoD designs impact user perception over time.
Additionally, addressing the dynamic nature of everyday interactions requires advanced
reasoning capabilities, such as those provided by human gaze tracking or large language
models. There is an ongoing investigation into integrating LLM-informed HRI with ARMoD
to further enhance the robot’s ability to understand and respond to human behavior in
highly dynamic environments.
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5 Insights from the THÖR-MAGNI regarding Robotic Intent Commu-
nication

The THÖR-MAGNI dataset is a comprehensive resource designed to facilitate advancements
in research about social human navigation, human-robot interaction, and robotic intent
communication [50]. The dataset addresses a significant gap in existing datasets by
including various contextual features and scenario variations essential for modeling and
predicting human motion, analyzing goal-oriented interactions between humans and
robots, and studying visual attention in social contexts. The dataset’s comprehensive
contextual annotations and multi-modal data, including walking trajectories, gaze tracking,
LiDAR, and camera streams, present a distinctive opportunity to develop robust models
that explain the relationship between contextual cues and human behavior in diverse
scenarios. Using the data from THÖR-MAGNI, we assess visual attention and engagement
in shared environments by exploring human activity and engagement via pupil dilation
and then examining visual attention through computer vision in these environments.

The THÖR-MAGNI dataset consists of 52 four-minute recordings of various activities,
totaling over 3.5 hours of motion data for 40 participants and 8.3 hours of eye-tracking
data for 16 participants. The data was acquired in a laboratory setting with two room
configurations and varied obstacle layouts, facilitating the study of human navigation and
interaction patterns. The dataset provides detailed information on the context of human
motion, f.e. in the form of eye tracking and trajectory data recorded for various activities.
Table 2 shows the full extent of recorded data, 548 eye tracking, and 1416 minutes of
trajectory data.

5.1 Scenario Design in the THÖR-MAGNI Dataset

The dataset comprises five designed scenarios exploring various human and robot inter-
actions in shared environments. These scenarios aim to capture the dynamics of motion,
role-specific behavior, and the impact of different robot motion styles on human activities.
The following analysis will provide a summary of the scenarios. For a comprehensive
overview of the scenarios, please refer to Figure 17

5.1.1 Scenario 1: Capturing Motion Dynamics in the Environment

Scenario 1 establishes a baseline for goal-directed social navigation by examining how
the semantic attributes of the environment influence human movement. It includes two

Table 2: Amount of eye tracking- and trajectory data recorded for various activities with all
three devices: Tobii 2, Tobii 3, and Pupil Invisible glasses

Activity Eye tracking (min.) Trajectory data (min.)

Visitors–Alone 108 392

Visitors–Group 2 124 344

Visitors–Group 3 52 168

Visitors–Alone HRI 64 112

Carrier–Bucket 32 96

Carrier–Box 60 96

Carrier–Large Object 92 192

Carrier–Storage Bin HRI 16 16

Total 548 1416
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Figure 17: The THÖR-MAGNI dataset consists of various scenario definitions detailing the
roles of participants, the robot motion status (autonomous or teleoperated), environment
configuration (obstacle maps), specific scenario conditions, recording duration, and the days
on which the recordings took place. Each recording day involves a unique set of participants,
with nine participants on Day 1 and seven on Days 2 to 4. Three mobile eye-tracking devices
were used for three participants each day, except on Day 5, when two devices were used for two
sets of participants. For more detailed information on the recorded trajectory and eye-tracking
data duration, please refer to Table 2

conditions:

• Condition A: A static environment with obstacles like tables, stationary robots, and
goal points.

• Condition B: Adds floor markings and stop signs in a one-way corridor to the
elements of Condition A. This setup allows studying participants’ natural reactions
to environmental cues and motion patterns.

5.1.2 Scenario 2: Role-Specific Motion Patterns in Industrial Environments

Building on Scenario 1A’s layout, Scenario 2 introduces role-specific tasks for participants,
emulating industrial activities:

• Participants perform tasks such as carrying small objects (buckets), medium objects
(boxes), and large objects (poster stands) between goal points.

• This setup enables studying how human occupation and specific roles influence
motion profiles and interactions in a shared environment.
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5.1.3 Scenario 3: Impact of Mobile Robot Motion on Human Behavior

Scenario 3 explores the effect of different robot motion styles on human behavior by
making the previously stationary DARKO robot mobile:

• Condition A: The robot uses directional differential-drive kinematics.

• Condition B: The robot employs omnidirectional movement, allowing it to drive in
any direction.

• Participants perform the same roles as in Scenario 2, and a human operator controls
the mobile robot to ensure safety.

5.1.4 Scenario 4: Spatial HRI in a Shared Environment

This scenario examines human-robot interactions in a shared space with a semi-autonomous
mobile robot:

• Participants move individually or in pairs between designated goal points.

• The ARMoD interacts with participants using two styles

• Condition A: Verbal-Only Interaction Style (see [2])

• Condition B: Multi-Modal Interaction Style (see [2])

• The interactions aim to understand how different communication styles influence
participant behavior and navigation tasks.

5.1.5 Scenario 5: Spatial Human-Robot Interaction, Proactive Robotic Assistance

In this scenario, participants and the robot engage in collaborative tasks:

• Roles include navigating between goal points and carrying storage bins in a simulated
factory environment.

• The ARMoD proactively offers assistance to participants, such as transporting storage
bins on the mobile robot.

• This scenario investigates the effectiveness of proactive robotic assistance in enhanc-
ing human-robot collaboration.

These scenarios provide a comprehensive framework to study human-robot interactions,
capturing subtle behaviors and responses in various settings. The systematic design ensures
a broad exploration of interactions, contributing valuable insights into developing intuitive
and socially acceptable robots.
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5.2 Visual Attention and Engagement in Shared Environments

This section explores the complex dynamics of visual attention and user engagement
in shared environments, as documented in the THÖR-MAGNI dataset. The analysis
concentrates on how participants interact with their surroundings and the robots, thereby
offering insights into cognitive activities and the distribution of visual attention based on
the respective roles. Examining pupil dilation allows for inferring users’ cognitive load
and engagement levels across different scenarios. Furthermore, we will employ gaze-
overlay videos and a contemporary computer vision methodology to investigate how visual
attention fluctuates depending on participants’ roles in human-robot interaction (HRI)
scenarios. These analyses are crucial for comprehending the nuances of human-robot
interactions and optimizing the design of intuitive, communicative robotic systems.

5.2.1 Eye-Tracking Data Collection and Specifications in the THÖR-MAGNI Dataset

Eye-tracking data of the dataset was collected using three distinct models of eye-tracking
devices: Tobii Pro Glasses 2 and 3 and Pupil Invisible. The Tobii Glasses models record raw
gaze data at a frequency of 50 Hz and camera footage at 25 Hz, while the Pupil Glasses
record gaze data at 100 Hz and camera footage at 30 Hz. We used the I-VT Attention filter
to export Tobii Glasses data, optimized for dynamic situations, to classify gaze points into
fixations and saccades based on a velocity threshold of 100°/s. All eye trackers have an
IMU comprising an accelerometer and a gyroscope operating at 100 Hz. In addition, the
Tobii Glasses 3 has a magnetometer that operates at 10 Hz. The infrared cameras in these
devices capture the human gaze, which is then superimposed onto a 2D video by the scene
cameras. The Pupil Invisible Glasses’ scene camera has a resolution of 1088× 1080 pixels,
with both horizontal and vertical field of view (FOV) angles measuring 80°. In contrast,
the Tobii Glasses offer a resolution of 1920× 1080 pixels. The Tobii 3 Glasses feature
FOV angles of 95° horizontally and 63° vertically, while the FOV of the Tobii 2 Glasses is
82° horizontally and 52° vertically. For the following analyses, only the data of the Tobii
glasses is considered.

5.2.2 Exploring Human Activity and Engagement via Pupil Dilation

This section aims to gain insight into the cognitive processes engaged by distinct interaction
styles and tasks involving the full communication system of the DARKO robot. By examining
pupil dilation, a well-established physiological marker of cognitive load, insights into the
mental effort required during these tasks can be obtained. Our analysis encompasses a
range of scenarios, from baseline conditions to task-oriented activities and direct human-
robot interactions (HRI). Each scenario captures specific aspects of human movement
and engagement, providing a comprehensive understanding of the impact of different
environments and robot behaviors on human cognitive activity. This investigation is
vital for advancing the field of robotic intent communication and for the development
of more effective and intuitive human-robot interaction systems. Pupil dilation has been
the subject of extensive study to indicate cognitive load and mental effort. The existing
research demonstrates that pupil size increases in response to elevated cognitive demands,
reflecting the activity of the autonomic nervous system (Beatty and Lucero-Wagoner, 2000;
van der Wel and van Steenbergen, 2018). This physiological response is advantageous
for real-time assessments of cognitive load, as it provides continuous and non-invasive
measurements of mental effort (Granholm and Steinhauer, 2004). In the context of human-
robot interactions, an understanding of pupil dilation patterns can elucidate the impact
of different interaction styles, such as verbal and multimodal communication, on user
engagement and cognitive activity (Wang and Tsiotras, 2020).
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(a) Pupil Diameter Comparison Plot (b) Legend

Figure 18: Comparison of Pupil Dilation Measurements Across the THÖR-MAGNI Scenarios.
The plot shows the distribution of pupil diameters for each scenario, while the legend on the
right gives a short description of each scenario: 1A - Pure Baseline, 1B - Baseline with Semantic
Cues, 2 - Task-Oriented (Carrying Objects), 3A - Differential Driving Robot + Task-Oriented,
3B - Omnidirectional Driving Robot + Task-Oriented, 4A - sHRI with Verbal Interaction, 4B -
sHRI with Multimodal Interaction, 5 - sHRI with Proactive Assistance in Collaborative Task.

Methods After extracting the pupil diameters from the raw eye-tracking data (Not part
of the actual THÖR-MAGNI dataset), we employed pairwise t-tests using a function from
a Python library to analyze the differences in pupil dilation measurements in the different
scenarios. Table 18 lists the extracted mean pupil diameters plus spread size and is visu-
alized in Figure 3. This statistical test compares the means of two independent samples
to determine if there is a statistically significant difference between them. We conducted
separate t-tests for each pairwise comparison for the left and right pupil diameters. Specifi-
cally, the left and right pupil diameter data were extracted for each pair of groups, and any
missing values were removed. The resulting t-tests provided p-values, which indicate the
probability that the observed differences between groups occurred by chance. A p-value
of less than 0.05 was considered statistically significant.

In addition to the t-tests, we calculated Cohen’s d to measure the effect size of the
differences between groups. Cohen’s d is a standardized measure that expresses the
difference’s magnitude relative to the data’s variability. To interpret the effect sizes, we
used the following thresholds for Cohen’s d: a small effect (|d| ≥ 0.2), a medium effect
(|d| ≥ 0.5), and a large effect (|d| ≥ 0.8). This dual approach of evaluating both statistical
significance and effect size provides a comprehensive understanding of the impact of
different experimental conditions on cognitive load, as measured by pupil dilation.

Furthermore, the experimental design ensured all scenarios were conducted under
controlled laboratory conditions, minimizing external variables that could influence pupil
dilation. The environments included adjustable lighting and window blinds to standardize
ambient light levels. This controlled setup allowed for more reliable comparisons across
different scenarios and ensured that observed differences in pupil dilation were attributable
to the experimental conditions rather than extraneous factors.
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Table 3: Summary of Pupil Dilation Measurements Across the THÖR-MAGNI Scenarios. This
table presents each scenario’s mean and standard deviation of pupil dilation. The findings
indicate cognitive activity and engagement levels associated with the different scenarios.

Scenario Description Mean Pupil Dilation SDEV
1A Pure Baseline 5.15 0.71
1B Baseline with Semantic Cues 5.18 0.77
2 Task-Oriented (Carrying Objects) 5.16 0.76

3A
Differential Driving Robot

+Task-Oriented 5.15 0.70

3B
Omnidirectional Driving Robot

+Task-Oriented 5.16 0.75

4A sHRI with Verbal Interaction 5.14 0.70
4B sHRI with Multimodal Interaction 5.26 0.74

5
sHRI with Proactive Assistance

in Collaborative Task 5.19 0.68

Results

Baseline and Task-Oriented Comparisons: The baseline scenarios (1A and 1B) and
the task-oriented scenario (2) are the fundamental measures for pupil dilation. The mean
pupil dilation values for these scenarios were approximately 5.16, with slight variations in
standard deviations. The introduction of semantic cues in Scenario 1B (conducted first
on each recording day to prevent any potential biasing of participants) and the task of
carrying objects in Scenario 2 did not result in a notable change in the overall mean pupil
dilation compared to the pure baseline (1A). These findings indicate that the baseline
cognitive activity associated with navigating a room with obstacles remains relatively
consistent when introducing semantic cues or simple tasks. The observed differences were
statistically significant but minor, indicating that while semantics and tasks influenced
cognitive activity, the impact was relatively limited.

Impact of Robot Motion: Introducing a mobile robot in Scenario 3 (3A and 3B) presented
a scenario where participants must navigate alongside an interactive element. The mean
pupil dilation for this scenario was slightly higher than that observed in the baseline
and task-oriented groups, indicating a modest increase in cognitive activity due to the
robot’s presence. Furthermore, there was an increase in the variability of pupil dilation,
particularly in Scenario 3B, where the robot moved omnidirectionally. An indication that
the unanticipated movements of the robot necessitated additional cognitive processing on
the part of the participants.

Human-Robot Interaction (HRI): There are notable differences in pupil dilation be-
tween Scenarios 4 and 5, the latter involving more direct interactions with the robot.
In Scenario 4, participants interacted with the DARKO robot through the ARMoD and
proceeded to goal points in conjunction with the robot. This scenario demonstrated
higher mean pupil dilation with lower variability, particularly in the multimodal inter-
action style (4B), indicating increased cognitive activity and engagement compared to
the verbal-only interaction style (4A). Scenario 5 has the highest mean pupil dilation,
where participants were required to collaborate with the robot to transport storage bins.
This finding highlights the elevated cognitive activity associated with collaborative tasks
that necessitate continuous engagement and robot coordination. The consistently higher
mean pupil dilation suggests that active collaboration induces sustained attention and
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cognitive processing, thereby underscoring the importance of effective communication in
such scenarios.

Discussion

Comparative Insights: Cognitive Activity Across Scenarios: A comparison of the
various scenarios indicates that human-robot interaction (Scenarios 4 and 5) typically
results in higher mean pupil dilation and lower variability than baseline and task-oriented
scenarios (Scenarios 1 and 2). An indication that the nature of the task and the complexity
of the interaction modes exert an influence on cognitive activity. Specifically, verbal and
multimodal interactions and active collaboration have increased participants’ cognitive
activation and engagement, as evidenced by their pupil dilation responses.

Furthermore, Scenario 3, which considers the influence of mobile robot motion on
human behavior in addition to the solely task-oriented Scenario 2, also demonstrates an
increase in mean pupil dilation, particularly in Condition B (omnidirectional movement).
The elevated cognitive activity observed in Scenario 3 indicates that the mere presence
and motion of a mobile robot, mainly when exhibiting intricate movement patterns,
necessitates a greater degree of mental exertion on the part of the participants to interpret
and comprehend its movements. This scenario introduces dynamic elements that require
participants to continuously adapt and process new information, thereby contributing to
overall cognitive activity.

The lower variability observed in HRI scenarios (Scenarios 4 and 5) indicates a greater
consistency in cognitive activity among participants. This consistency is likely due to
effective communication protocols, which suggests that the tasks are equally demanding
for most individuals. This uniformity is advantageous for designing intuitive and user-
friendly human-robot interactions, ensuring predictable user responses, and enhancing
training and evaluation processes. A deeper comprehension and exploitation of this
consistency can enhance the design and implementation of robotic intent communication
systems, rendering them more accessible and effective for a broader spectrum of users.

Implications for Robotic Intent Communication: These findings have significant im-
plications for designing and implementing robotic intent communication systems. An
understanding of the cognitive processes associated with different interaction styles can
inform the development of communication protocols that are more intuitive and effective.
For example, while multimodal interactions can enhance communication richness, they
also increase cognitive activity. It is essential to ensure that these interactions effectively
manage the cognitive demands placed upon users to prevent overwhelming them and
maintain high engagement levels.

Moreover, the insights derived from Scenario 3 underscore the necessity of incorpo-
rating robot motion patterns into the design of human-robot interactions. The additional
cognitive demands imposed by complex robot movements indicate that simplifying or more
effectively communicating these movements could assist in managing cognitive activity
levels and enhancing the user experience. Incorporating these findings into the design
of HRI systems enables developers to create more effective and user-friendly interfaces
that support seamless and intuitive interactions, thereby enhancing the overall efficacy of
robotic intent communication.
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Figure 19: Distribution of fixations on objects by participants in Scenarios 2, 3A, and 3B (left)
and 1A and 1B (right).

5.2.3 Exploring Visual Attention Through Computer Vision Techniques

In human-robot interaction (HRI), a fundamental understanding of how humans allocate
their attention is essential for developing intuitive and effective robotic systems. The
YOLO object detection model was employed to achieve a more granular decomposition of
attention into classes of semantic objects. By identifying and categorizing objects or areas
that attract significant visual focus, insights can be gained into the semantics of targets of
participants’ gaze, thereby enriching our understanding of attention allocation in dynamic
settings, especially during locomotion. The application of contemporary computer vision
methodologies to eye-tracking data represents a promising avenue for the contextual
interpretation of human attention in human-robot interaction (HRI).

Methods We utilized the YOLOv8 object detection model [51], pre-trained on the COCO
dataset [52], and refined with a custom dataset containing labeled objects from the THÖR-
MAGNI project. Our custom dataset comprised 355 images annotated with seven classes:
role-dependent objects (e.g., boxes and buckets), other walking people, and the mobile
robot DARKO. The YOLOv8 model was applied to video frames captured by eye-tracking
glasses to classify and quantify the visual focus on different objects, providing a detailed
analysis of gaze distribution.

Results Applying the YOLOv8 model enabled the observation of significant alterations
in the distribution of attention across diverse scenarios and activities. Figure 19 illustrates
these shifts in attention distribution. It shows how attention allocation changes from
focusing on the environment and other participants in Scenario 1 to more diversified
attention toward the DARKO robot in subsequent scenarios.

In Scenario 2, participants observed a notable increase in attention directed toward
large objects, including boxes and buckets, indicated by the substantial portions of the
pie charts dedicated to these categories. The presence of other participants (visitors)
also attracted considerable attention, indicating the dynamic nature of the interaction
environment.

In Scenarios 3A and 3B, the introduction of the mobile robot DARKO resulted in a
marked increase in attention directed towards the robot. Furthermore, attention distribu-
tion differed significantly based on the robot’s driving style. Although overall attention
towards the robot increased, there was no significant difference between the directional
(3A) and omnidirectional (3B) driving styles, suggesting that the robot’s mere presence
was a significant factor in capturing attention rather than its specific movement patterns.

Scenarios 1A and 1B demonstrated that the initial exposure to the environment with
added semantic cues (1B) did not significantly alter attention allocation compared to the
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pure baseline (1A). The pie charts for these scenarios demonstrate a balanced distribution
of attention across various elements of the environment, providing further evidence to
support the stability of the baseline cognitive activity.

The statistical analysis, which employed t-tests and calculated Cohen’s d-effect sizes,
corroborates these observations with significant findings. The transition from Scenarios 1
and 2 to Scenarios 3A and 3B revealed a marked increase in attention towards DARKO,
with effect sizes of [−1.6,−0.8], all with p < 0.1, respectively. These findings suggest that
the robot’s presence influences the allocation of participants’ attention. Furthermore, there
are no statistically significant differences in attention between the various driving styles
of DARKO in Scenarios 3A and 3B, indicating that the robot’s presence, whether static
or dynamic and its motion pattern, rather than these factors, primarily capture human
attention.

Discussion The presence of static and dynamic objects in an environment significantly
impacts how humans orient their gaze. The results of our study indicate that the presence
of the DARKO robot has a marked effect on attention allocation, evidenced by the increased
focus on the robot in Scenarios 3A and 3B compared to the baseline and task-oriented
scenarios. The minor yet statistically significant differences in attention directed towards
various objects underscore the subtle ways in which robot presence and interaction modes
influence cognitive processes.

The comparable distribution of gaze between directionally and omnidirectionally
driving robots indicates that the perception of these two mobility styles is similar. This
distribution suggests the possibility of versatility in human acceptance of different robotic
mobility styles, thereby opening avenues for innovative robot designs without compro-
mising the user experience. Confirming technological advancements in robot locomotion
fosters optimism regarding their integration in human-centric environments.

In conclusion, applying YOLO object detection for gaze analysis has yielded significant
insights into the allocation of attention during human-robot interaction (HRI). This ap-
proach enhances our comprehension of human cognitive processes in dynamic contexts,
thereby facilitating the advancement of more intuitive and efficacious human-robot in-
teraction systems. We recommend that researchers further explore integrating advanced
computer vision techniques with eye-tracking data to clarify the complexities of human
attention and engagement in HRI contexts.

5.3 Conclusion: Insights and Implications for Robotic Intent Communication

Our comprehensive analysis of the THÖR-MAGNI dataset offers valuable insights into
visual attention and engagement in shared environments, particularly in human-robot
interaction (HRI) and robotic intent communication. By examining pupil dilation and
employing computer vision techniques to analyze gaze patterns, we have enhanced our
understanding of how different interaction styles and tasks impact cognitive activity.

The study on human activity and engagement via pupil dilation demonstrated that
cognitive activity remains relatively stable in baseline and task-oriented scenarios but
increases with interactive elements, such as mobile robots. Specifically, scenarios encom-
passing human-robot interaction (Scenarios 4 and 5) exhibited heightened mean pupil
dilation but with low variability, indicating consistent and elevated cognitive engagement.
These findings highlight the significance of effective communication protocols and task
design in maintaining user engagement and optimizing cognitive processing during HRI.

Applying the YOLO object detection model for gaze analysis provided further insight
into the allocation of attention. This approach demonstrated that the presence and move-
ment of the DARKO robot significantly influenced participants’ gaze patterns, highlighting
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the robot’s role in dynamic environments. The consistency in gaze distribution between dif-
ferent robot driving styles indicates that human acceptance of robotic mobility is versatile,
which has significant implications for the design of future HRI systems.

Insights from previous sections emphasized that integrating anthropomorphic charac-
teristics and multimodal communication strategies in the robotic intent communication
system can facilitate trust and user acceptance in industrial contexts. The combination of
verbal and gestural communication proved particularly effective in elucidating the robot’s
intentions and directing human attention. This effect is further supported by greater
focused attention on the robot’s face and reduced response times to instructions. These
findings reinforce the importance of multimodal communication in effective human-robot
interaction.

In conclusion, analyzing human gaze and cognitive engagement in the THÖR-MAGNI
dataset provides evidence supporting the integration of advanced technologies and an-
thropomorphic features in robotic systems. These elements are crucial for enhancing
human-robot interaction, ensuring effective communication, and promoting user trust and
acceptance in shared environments.
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6 Ongoing and Future Work

6.1 Large Language Model informed bidirectional HRI

Summary: Integrating multimodal foundation models has significantly enhanced au-
tonomous agents’ language comprehension, perception, and planning capabilities. How-
ever, while existing works adopt a task-centric approach with minimal human interaction,
applying these models to developing assistive user-centric robots that can interact and
cooperate with humans remains underexplored. We introduce “Bident”, a framework
designed to integrate robots seamlessly into shared spaces with humans. Bident enhances
the interactive experience by incorporating multimodal inputs like speech and user gaze
dynamics. Furthermore, Bident supports verbal utterances and physical actions like ges-
tures, making it versatile for bidirectional human-robot interactions. Potential applications
include personalized education, where robots can adapt to individual learning styles and
paces, and healthcare, where robots can offer personalized support, companionship, and
everyday assistance in the home and workplace environments.

6.1.1 Introduction

Designing and integrating assistive robots into daily life requires focusing on practical
human-robot interaction (HRI) methods. This involves: (i) developing communication
strategies that can handle complex interactions and interpret human intentions through
ambiguous verbal and non-verbal cues (Theory of Mind), and (ii) designing robots with
the flexibility to operate across various platforms, enabling adaptation to different environ-
ments and tasks. Traditional methods in HRI often rely on rigid, predefined schedules and
struggle with novel scenarios [53], highlighting the need for more adaptive approaches.
Despite advancements, significant challenges persist, often leading researchers to employ
“Wizard of Oz” experiments, which covertly control robots to simulate advanced capabili-
ties and gather data to refine these systems [54, 55]. While these experiments provide
valuable insights, they highlight the limitations of current robotic systems and emphasize
the need for more sophisticated solutions that can navigate the complexities of real-world
human-robot interactions with little to no human intervention.

Recent advancements in Large Language Models (LLMs) have shown promise in ad-
dressing these challenges, particularly in Natural Language Processing [56] and reasoning
[57]. LLMs have found applications in diverse robotics contexts, including task planning
[58], manipulation [59], and improved perception [60, 61, 62]. In the domain of human-
robot interaction (HRI), LLMs present opportunities for enhancing collaboration through
multimodal inputs, potentially improving both communication and adaptability. However,
most current approaches focus on task execution with minimal human interaction (i.e.
task-centric). There is a significant need for an effective user-centric framework that
integrates multimodal user input with task planning and action generation.

To this end, we focus on developing a user-centric framework for HRI, prioritizing
the user’s needs and intentions. Specifically, we introduce Bident, a framework that
integrates multimodal user input – including verbal utterances and gaze dynamics – into
its processing to fully capture the user’s context. By analyzing both what the user says and
where they look, Bident effectively tailors robot responses and actions that are contextually
appropriate (see Figure 20). Particularly, eye tracking can be directly linked to shifts
in human attention [63] and proven valuable in autonomous driving [64] and human
motion analysis [65]. The “bi"directional aspect of Bident reflects the robot’s ability to
interpret the user’s intent from inputs and support its own communication through verbal
and gesture actions. This augments the user’s abilities and improves the overall user
experience, thereby making the user an integral part of the task execution process.
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6.1.2 Methods and Ongoing Work

Our human-robot interface framework comprises different modules, which we will explain
in the following section. It uses multimodal inputs to create a more immersive and
collaborative HRI experience with interconnected modules communicating via a ROS2
network. Programmed in Python and tested with a simulated NAO robot, each module
processes multimodal data for seamless interaction.

A) User Input: Vision and Audio The vision and audio modules of the framework work
in tandem to capture and process multimodal inputs, enhancing the robot’s understanding
of its environment and interactions. The vision module utilizes visual inputs from mobile
eye-tracking glasses and RGB-D cameras, integrating data from the user’s perspective
and the robot’s contextual viewpoint. This module employs custom-trained models for
object detection [66], segmentation [67], and tracking [68] to maintain accurate, real-time
knowledge of both user focus and the broader scene. Meanwhile, the audio module tran-
scribes verbal inputs using a local implementation of the Whisper module [69], enabling
the robot to process and understand spoken language.

B) Reasoning Module The reasoning module is powered by advanced LLMs like GPT-
3.5 [70] or Llama [71]. It receives inputs such as transcribed speech (from the audio
module) and object and scene descriptions in natural language (from the vision module).
Leveraging its reasoning capabilities and extensive world knowledge, the module then
generates discrete physical actions (e.g., pointing to an object) and verbal actions (e.g.,
describing an object or posing a query to the user) to assist the user. We employ prompt-
ing approaches that guide the model through step-by-step processing [72, 73, 74, 75].
Additionally, it integrates user and environmental feedback to refine its actions [76]. We
plan to explore both zero-shot [77] and in-context learning [78] capabilities to enhance
performance. We measure performance by evaluating the robot’s ability to accurately
interpret inputs and generate appropriate, contextually relevant actions.

C) Action Module The action module enables the NAO robot to execute responses
from the reasoning module, moving beyond the constraints of a pre-programmed action
schedule [2]. Verbal responses are transformed from natural language into speech through
the NAO robot’s text-to-speech module [79]. The action module invokes the NAO robot’s
predefined functionalities, enabling it to point to and look at objects in the environment,
state their categories, and provide further information upon request.

The action module incorporates a loopback prevention mechanism using a ROS message
to prevent the loopback from detecting its vocalizations as speech input. Each round of
communication is integrated into a feedback loop, informing and refining subsequent
reasoning and execution processes. Feedback loops and active reasoning allow the robot
to actively perceive and seek information in cases of ambiguous inputs (e.g., occlusions or
ambiguous queries).

D) Future Evaluation: The evaluation of the framework will be conducted in two stages,
providing a comprehensive assessment of its performance. The first stage will involve
using a simulated NAO to test and fine-tune the modules for their intended purposes. The
second stage will include a user study with an embodied NAO robot functioning as ARMoD
for the DARKO robot. This stage will focus on measuring the accuracy, responsiveness, and
contextual appropriateness of the robot’s interactions, providing insights into its overall
effectiveness and identifying potential areas for improvement.
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Continuation and Future Work Our future work will refine our framework to enhance
verbal communication and human gaze integration, realizing the concept of ARMoD 2.0.
This will develop a robotic system capable of handling dynamic situations in industrial
settings and potentially in healthcare, offering personalized support and companionship.
Further experiments will validate the framework’s effectiveness in bidirectional communi-
cation, safety, and comprehensibility of the NAO robot, identifying areas for improvement.
We will conduct multiple user studies to compare the effectiveness of our approach over
systems that rely on pre-programmed knowledge in interactions. While ensuring that
ethical considerations like privacy and dependency are addressed, we will focus on creating
a versatile and dependable robotic system for seamless integration into everyday industrial
environments.

6.2 Investigating LEDs as a Communication Channel

This section provides a preliminary study design for a planned experiment towards the end
of 2024. This study aims to provide a comprehensive understanding of the effectiveness of
LED-based communication channels in human-robot interaction, with the goal of informing
the design of future communication systems for mobile robots, enhancing their ability
to operate seamlessly in shared environments with humans. We aim to investigate the
effectiveness of different LED-based communication channels for the DARKO robot and
the ARMoD. This study will involve participants recruited from the average visitors of
the "German Museum" in Munich, Germany, and online participants via Prolific. We will
recruit around 30 participants for the in-person study, and the online study will aim for
the same sample size. See Figure 21 for an experimental design for the in-person study.
The comparison between in-person and online participants will help us understand the
effects of embodiment on the ratings of the robot and reaction times from users.

Participants will engage in a task where they observe the DARKO robot approaching
an intersection. Their task will be to press a button when they believe they can correctly
identify the robot’s task or intention. Each encounter with the robot will take approximately
30 seconds. The environment will be set up with participants seated in one alley of an
intersection, surrounded by boxes and industrial-like equipment to create a realistic setting.
The environment will remain constant, with only the communication methods and robot
tasks being manipulated. Online participants will watch videos of the encounters in
randomized order.

The study will explore four different LED configurations: DARKO with Native LEDs (LED
stripes on the DARKO robot), ARMoD using its LEDs (LEDs inside ARMoD’s chest button
and eyes), DARKO without LEDs, and a Combined Configuration (DARKO and ARMoD
using both their LEDs). The LEDs will indicate status, motion intent, and instructional
intent. Data collection methods will include eye-tracking using Tobii 3 Eye-Tracking Glasses
to measure visual attention and gaze patterns, reaction times recorded via button presses,
textual responses from participants on what they believe the robot’s task is, and pre-and
post-interaction questionnaires focusing on expected usability, perceived safety, trust, and
overall user experience.

The experimental procedure will begin with an introduction to the study and the robot’s
communication methods, followed by a short training session to familiarize participants
with the environment and the task. Participants will then observe the robot in each of the
four conditions in a randomized order, with data being recorded for eye-tracking, reaction
times, and textual responses for each condition. Participants will also complete pre- and
post-interaction questionnaires. The data will be analyzed using Tobii Pro Lab Software to
determine visual attention and gaze patterns, statistical analysis to compare reaction times
across different conditions, and questionnaires to evaluate changes in perceived usability,
trust, safety, and overall user experience before and after interaction.
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Figure 20: Bident framework for LLM informed dynamic interactions: Integrating verbal ut-
terances and gaze (including head orientation (red) and eye-gaze direction (green)) allows an
LLM to understand the situation through reasoning and generate action plans to appropriately
respond to the user’s input. Bident enables bidirectional communication by generating and
refining plans through multimodal feedback (dotted arrow), supporting closed-loop planning
in dynamic environments. Participants interact with a simulated NAO robot to test the module.
Final deployment will be withthe ARMoD [2]
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Figure 21: Concept Image for Study Investigating LED Communication Channels: This
concept image depicts a study setup in an industrial-like warehouse environment. A human
participant, wearing mobile eye-tracking glasses, is seated at an intersection, observing a mobile
robot (DARKO) approaching. The mobile robot has LED stripes, and the NAO robot (ARMoD)
mounted on top has LEDs in its chest and eyes. The LEDs can indicate status-, motion-, and
instructional intent. The participant holds a button to press when identifying the robot’s intent,
capturing data on visual attention, reaction times, and task interpretation in a realistic setting.
- Image partially generated by ChatGPT4o
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7 WP5.2 Summary and Future Directions

This report outlines the research advances in human-robot interaction (HRI) and robot
intent communication of WP5 T5.2. Each contributes to a comprehensive understanding of
how robots can effectively communicate their intentions to humans. The work presented
in the first five sections of this deliverable includes several key findings and implications
for the HRI community.

Our investigation into the effects of anthropomorphism and multimodal communica-
tion on trust in industrial HRI has shown that adding anthropomorphic features to robots
improves the quality and naturalness of interactions. This finding challenges traditional
designs of industrial robots and suggests that incorporating human-like characteristics
can lead to better acceptance and cooperation in shared workspaces. Furthermore, our
developed concept of the ARMoD has highlighted the importance of multimodal commu-
nication strategies. By integrating speech, gaze, and gestures, robots can communicate
their intentions more clearly and effectively, improving interaction quality. This research
provides a framework for future robotic systems to adopt multimodal communication
channels to ensure more natural and intuitive interactions, setting a new standard for
how robots engage with humans, especially in dynamic and complex environments. These
advances have practical implications for designing future industrial robots that are efficient,
more relatable, and trustworthy to human coworkers.

The THÖR-MAGNI dataset has been an important asset of our research, providing data
on spatial human-robot interaction. The detailed analysis of visual attention and engage-
ment in shared environments has provided new perspectives on robot design to facilitate
interactions with humans. The dataset is a critical resource for the community, fostering
further research and development in spatial HRI and robotic intent communication.

Although the integration of multimodal Large Language Models (LLMs) is still in its
early stages, our preliminary results indicate that these models hold great promise for
improving HRI. The ability of LLMs to understand and generate human-like responses
can largely improve the robot’s interaction capabilities. LLMs’ anticipated integration
within the DARKO project will mark a leap forward in providing a robust system capable
of reasoning and interaction in dynamic daily life-like HRI scenarios.

Impact of WP5.2 on Robotic Intent Communication

The research outlined in this report has far-reaching implications for the HRI and Robotic In-
tent Communication communities. First, it highlights the critical role of anthropomorphism
and multimodal communication in building trust and facilitating effective human-robot in-
teractions. Second, our findings from analyzing visual attention and engagement provide a
new lens through which researchers can explore and understand human-robot interactions.
Promoting the development of more adaptive and responsive robotic systems. Finally,
integrating LLMs shows potential for more sophisticated and intelligent HRI applications
capable of nuanced understanding and interaction.

In conclusion, this report presents significant advances in the field and sets the stage
for future innovations. Our research contributes to creating more effective, engaging, and
human-centered robotic systems by addressing the core challenges of trust, communication,
and interaction quality. As the community continues to build on these findings, our findings
will contribute to a future where robots, with their transformative potential, effortlessly
integrate into human environments, enhancing productivity and collaboration.
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